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Abstract: Heart-related conditions remain the foremost global cause of mortality. In 2000, heart disease claimed 

around 14 million lives worldwide, a number that surged to approximately 620 million by 2023. The aging and 

expanding population significantly contribute to this rising mortality trend. However, this also underscores the 

potential for significant impact through early intervention, crucial for reducing fatalities from heart failure, where 

prevention plays a pivotal role. The aim of the present research is to develop a prospective ML framework that can 

detect important features and predict cardiac conditions as an early stage using a variety of choice of features 

strategies. The Features subsets that were chosen were designated as FST1, FST2, and FST3, respectively. Three 

distinct methods, including correlation-based feature selection, chi-square and mutual information, were used for 

picking features. Next, the most confident theory & the most appropriate feature selection were identified using six 

alternative machine learning models: Logistical Regression (LR) (AL1), the support vector Machine (SVM) (AL2), K-

nearest neighbor (K-NN) (AL3), Random forest (RF) model (AL4), Naive Bayes (NB) model (AL5), and Decision Tree 

(DT) (AL6). Ultimately, we discovered that, with 95.25% accuracy, 95.11% sensitivity, 95.23% specificity, 96.96 area 

below receiver operating characteristic and 0.27 log loss, the random forest model offered the most excellent results 

for F3 feature sets. No one has investigated coronary artery disease forecasting in depth; however, our study 

evaluates multiple statistics (specificity, sensitivity, accuracy, AUROC, and log loss) and uses multiple attribute 

choices to improve algorithms success for important features. The suggested model has considerable promise for 

medical use to speculate CVD find in Precursor at a minimal cost and in a shorter amount of time as well as will 

assist limited experience physician to take right decision based on the results of the used model combined with 

specific criteria. 

Keywords: ML Technique, Feature Selection Method, Categorization and Modelling, Data Interpretation, Random 

Forest. 

 

1. Introduction 

These days, data mining techniques are widely 

applied everywhere. Learning from data is a popular tool 

in the healthcare sector for early illness prediction. 

Around the world, it saves a great deal of deaths by early 

illness prediction. Yet coronary artery disease claims the 

lives of millions of individuals each year. If robots be able 

to forecast the initial phases of the ailment, this 

prognosis ought to lower the feasibility of a heart 

disease. Despite the heart being a crucial organ, heart 

failure is the leading cause for mortality in modern 

civilization. The cerebral cortex and many limbs stop 

working if it is able to function correctly, causing 

extremities to become occluded and a person to pass 

away in a matter of seconds. It represents one of the 

leading illnesses that primarily strikes middle-aged or 

older individuals and causes serious problems for the 

way the body functions [1]. Because there are so 

numerous risk variables for coronary heart disease, 

diagnosis can be challenging. Lack of breathing, chest 

discomfort, fast or rapid heartbeats, and fatigue are the 

primary signs and symptoms of heart disease [2]. In the 

USA (US), the prevalence of cardiovascular illness is 

significantly higher, while one adult passes away from 

heart diseases each thirty-four seconds [3]. Roughly 25 

million individuals worldwide suffer from cardiovascular 

conditions [4]. A total of 17.9 million individuals 

worldwide suffer from coronary heart disease each year, 

and this illness accounts for 32% of all heart disease 

related deaths [5]. The United Nations Health 

Organisation (WHO) estimated that heart-related 

disorders cost India up to $237 billion between 2005 and 

2015 [5]. It is anticipated that the yearly mortality toll from 

CVD will increase from 2.26 million in 1990 to 4.77 

million in 2020. Cardiovascular disease (HD) affects 
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both sexes equally [6]. Coronary artery disease can also 

manifest in the middle decade and beyond due to 

prolonged being exposed to unhealthy lifestyles. Once 

this study is completed, we will be able to identify cardiac 

problems front on. The circulatory system is impacted by 

CVD both men and women . Due to decades of living 

hazardous lifestyles, heart illnesses can also manifest in 

middle age and later in life. We will be able to identify 

cardiovascular disease soon once this study has been 

completed. 

 Billions of people will be averted and hundreds 

of thousands of people with cardiovascular diseases will 

benefit globally from this forecast. Heart failure is known 

to generate significant losses in the overall economy, 

while early detection of the condition is expected to save 

thousands of us. Six ttechniques based on ML are used 

in prophesy to determine the optimal fidelity. Next, 

determine one of the algorithms is the most superior. 

Furthermore, there hasn't been an in-depth 

exploration of forecasting coronary artery disease. Our 

study, however, delves into various statistics like 

specificity, sensitivity, accuracy, AUROC, and log loss, 

employing diverse attribute selection methods to 

enhance algorithmic performance for crucial features. In 

this research, we establish a forward-looking machine 

learning framework capable of identifying significant 

features, marking a novel aspect of this study. 

 

2. Literature Survey 

The second part discusses earlier research on 

heart disease that used automated learning techniques, 

which served as inspiration for the present research. As 

per Ramalingam et al. [7], supervised algorithms of 

machine learning were utilized in this study on various 

medical datasets and multiple data experimentation. 

This study advances several model-based approaches 

and methodologies.  These academics use a variety of 

supervised techniques, including SVM, DT, RF (RF), 

KNN, and a NB model. The execution of several 

strategies employed in this study was assessed to 

determine efficiency. Using SVM-RFE chosen in the top 

10 attributes, the correctness obtained from the NB 

outcomes is 84.1584%.  Pouriyeh et al. [8] state that the 

NB approach achieved an error rate of 83.49% in this 

study utilising 13 characteristics. The logistic regression 

(KNN) rule, a nonparametric solution to pattern 

grouping, was first presented by Fix and Johnson [9] in 

1951. DT and KNN had accuracy rates of 82.17% and 

83.16%, respectfully. The artificially intelligent 

cardiovascular condition assessment in algorithms that 

use machine learning is predicted by Palaniappan and 

Awang [10]. Quality was suggested by the combined use 

of the techniques. 

When DT, NB, and NN were used to perform HD 

death, their precision became 80.4%, 86.12%, and 

85.68%. In order to demonstrate the correctness, by 

Palaniappan and Awang [10] classed all three 

approaches using the Cleveland average cardiovascular 

illness dataset. The computer programme predictions 

the algorithm's performance is predicted through the use 

of artificially generated neural networks (ANN), KNN, 

and SVM. In this precision KNN (82.963%) and ANN 

(73.3333%) is adopted.  Authors suggested that SVM be 

used as the most accurate technique for classification to 

forecast cardiac events. In the present investigation, 

Haq et al. [11] developed seven classification system 

performance assessment measures, including 

classification precision, accuracy, The research of 

Matthews' relationship, awareness, and processing 

time, using the UCI dataset and well-known algorithms, 

the cross-validation method, and serving choosing 

features (FS) algorithms. Effect on reliability and time 

required for execution of the predictor is presented. 

Effectiveness, specificity, then responsiveness, and 

inaccuracy were developed by selecting the key 

attributes using three picking feature computations: 

mRMR, relief, and LASSO. Despite all the earlier 

research [6], a study on neural network algorithms for 

heart attack detection was conducted by Ramalingam et 

al. Each technique will function at its best with the best 

knowledge [7]. The contributor conducted a thorough 

analysis on the comparative effectiveness of computer-

aided learning in the topic of congestive heart failure 

using the UCI information set. However, approaches to 

selecting features determine how well these approaches 

perform [8]. Using data from nearby 1000 individuals, 

Palaniappan and Awang used data analysis approaches 

to forecast the occurrence of heart failure. Yet when 

dealing with large volumes of the information, 

information mining becomes much more efficient [10]. 

Cheng et al. [12] claim that similar methods were used 

in their research, utilising multiple algorithms with a 

minimum of 90 percent performance. It could provide the 

best precision if it could deal with data with greater 

consideration. In summary, the researchers aimed to 

determine the optimal precision for heart disease 

prediction using patient’s health information taken from 

the UCI collection. Their results showed that fewer than 

80% overall heart disease patients were accurately 

predicted. They looked for the optimum accuracy by 

using every attribute or by applying a particular feature 

selecting technique for an individual machine 

intelligence algorithm, but they failed to show a single 

feature correlation. The forecasting score of any method 

is the only thing that is displayed in the other studies; 

additional performance rating matrices, such as log loss, 

specificity, sensitivity and various another, haven't been 

described. Done Stojanov et al. [13] aimed to identify 

significant independent predictors relative to the 

outcome of heart failure versus chronic-ischemic heart 

disease. The author obtained data from 167 cardiac 

patients, of which 108 had Coronary Ischemic Heart 

Disease (CIHD) and 59 had Heart Failure (HF). These 

patients were hospitalized at the cardiology ward of Villa 

Scassi hospital in Genoa, Italy. Author recommends: Hb 
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+ Serum Creatinine+AST+hs-cTnI+CRP combination for 

accurate early detection of the outcome of HF versus 

CIHD in logistic regression-based model. author found 

that unit increase of AST, ALT or CRP increases the 

odds of HF against CIHD for3.43%, 2.46% and 4.11% 

respectively, p-value < 0.05. Rustem Yilmaz et al. [14] 

this research aims to utilize the concepts of explainable 

artificial intelligence (XAI) in analysing haematological 

indicators to diagnose Acute Heart Failure (AHF). 

XGBoost was used in conjunction with LASSO to 

diagnose AHF, the resulting model had an AUC of 

87.9%, an F1 score of 87.4%, a Brier score of 0.036, and 

an F1 score of 87.4%. The findings of this study 

demonstrated that the combination of explainable 

artificial intelligence (XAI) with machine learning (ML) 

was effective in diagnosing Acute Heart Failure (AHF). 

P. Lakshmi Prabha et al. [15] in the proposed research, 

the Framingham risk score (FRS) parameter is 

calculated alongside CIMT for both diabetic and normal 

subjects. This approach aims to offer an accurate 

prediction of cardiovascular disease. To enhance the 

analysis, the user augmented the image data from 110 

subjects to 1809 image data points. They then applied 

transfer learning techniques using VGG16. The results 

of the analysis showed highly significant relationships 

with a p-value < 0.001 between CIMT and various 

biochemical parameters including total cholesterol, HDL, 

LDL, FBS, and PPBS. The ROC curve indicated 

elevated CIMT values for diabetic subjects. The features 

extracted from VGG16 were utilized to train the classifier 

neural network, achieving an impressive accuracy of 

99%. 

In the present study, cardiovascular illness data 

are taken from the UCI ML database [13 characteristics]. 

It is pertinent to the subject of regulated AI.  Heart failure 

have been extensively studied, yet several methods 

have been used in attempts to find a solution [15]. But a 

simple machine neural network cannot solve this kind of 

complex difficulty. Technologies like trees of decisions 

and regression techniques (LR) will be used to tackle the 

task at hand (DT). The collected data sets were 

subjected to a few feature selection techniques for these 

kinds of research. In cardiac illness, a number of 

classifiers have the best precision.  Furthermore, 

algorithms using machine learning are essential for 

prompt illness prediction of a variety of medical 

conditions [16]. The following are the main contributions 

of the suggested investigation project: 

a) The entire feature set of each classifier has been 

examined for effectiveness in terms of both 

implementation time and accuracy in 

classification. 

b) The classifiers' efficacy has been assessed 

using specific characteristics selected using Chi 

Square, Mutual Information, and Correlation-

Based methods with six different algorithms. 

c) The research makes recommendations for what 

attribute algorithm works best with which 

predictor to create an advanced machine 

learning system of heart failure that can 

distinguish between individuals with coronary 

illness and those who are normal. 

Figure 1 illustrates the procedure for forecasting 

heart disease research that was employed in this 

research in a visual format. 

 

3. Methodology 

Python 3.8 is increasingly available and 

facilitates rapid validation of techniques, which is why it 

was chosen for this research's trial. 

 

3.1 Dataset 

This research utilizes the UCI Cleveland 

database [11], which has been extensively analyzed and 

utilized in previous work.  

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 1. Work flow 
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Table 1. Data Set Description 

Sr no. Code Description 

1 age The Forbearing Age 

2 sex Men = 1, Women = 0 

3 cp Chest pain type: 0,1,2,3 

4 trestbps Resting BP (in mm) 

5 chol Cholesterol Measurement in mg/dl 

6 fbs Before Meal Blood Sugar( 0 &1) 

7 restecg ECG (0,1,2) 

8 thalach Highest Heart Bits 

9 exang Exercise-Induced Angina: (0,1) 

10 oldpeak ST Depression 

11 slope The highest point of the physical activity's slope (0,1,2) 

12 ca Number of Primary Vessels 

13 thal Thallium Stress 

We use this database to predict cardiovascular 

disease, containing thirteen variables in each of the 303 

medical files comprising the UCI heart attack collection. 

In my labeling scheme, both categories represent 

patients with cardiac disease and ordinary individuals. 

Table 1 contains information about the dataset matrices. 

 

3.2 Data Preprocessing 

 Preprocessing of data was prepared for this 

investigation once they'd been gathered. In the 

Cleveland sample established, there are a total of two 

TS entries and four NMV entries that are erroneous 

false. The ideal values are used for substituting every 

single record that have suitable amounts. 

 

4. Feature Selection 

Choosing features is crucial to the method of 

machine learning since, on occasion, an information set 

has a large number of extraneous characteristics that 

have an impact on the systems' accuracy. The choice of 

feature aids in the reduction of these disconnected 

variables and enhances algorithmic performance [17]. In 

order to rank the features with the greatest importance 

according to their importance, it employed a variety of 

feature selection approaches [18]. Three popular 

methods for selecting features are employed in this 

research to determine the salient characteristics 

according to the corresponding grade. 

 

4.1 Correlation-Based   

Since it is a filtering strategy, the interconnection 

-based feature selection method is unaffected by the last 

categorization system. As its title clearly suggests, it 

simply considers data inherent properties correlations 

when evaluating subsets of features. To prevent 

repetition, the objective is to identify a subset of features 

that has minimal feature-feature association and high 

characteristic-class connection, which will either retain 

or improve the ability to predict. It goes without saying 

that we'll look at the subgroup with the greatest quality. 

Both a small feature-feature correlation in the 

denominator and an elevated feature-class connection 

in the sum of the features can lead to a higher score [19]. 

  𝑆𝑐𝑜𝑟𝑒 =  
𝑁𝐹𝑓𝑐̅̅ ̅̅ ̅

√𝑁+𝑁(𝑁−1)𝐹𝑓𝑓̅̅ ̅̅ ̅̅
        (1) 

 

4.2 Chi Square Test 

This metric is suitable for assessing categorical 

variables in a classification scenario. It helps identify the 

n_features feature with the highest values based on the 

chi-squared statistic derived from X, which should 

exclusively include non-negative features like booleans 

or frequencies. As a reminder, the chi-square test 

gauges the interdependence between random variables; 

utilizing this method helps filter out features that are 

likely independent of the class, hence not significant for 

classification [20]. The Chi-Square statistic is a widely 

employed tool for testing relationships among 

categorical variables.  

  𝑋𝑖
2 = ∑

(𝑂−𝑃)2

𝑃
     (2) 

 

4.3 Mutual Information 

Mutual Knowledge evaluates mutual data 

across established groups such in an organization 
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question or a variable that is continuous in prediction 

situations. Mutual Sharing operates based on the 

parameters' complexity [21]. The following is a formal 

statement of the shared knowledge among the two 

unknown variables A and B: 

M (A, B)  =  H (A) – H (A| B)   (3) 

Where A and B is mutual information, while H [A] 

is the entropy for A. The outcome is expressed in bits (0 

to 1). 

The following step involves using the traditional 

scaling to ensure that each value has a means of 0 and 

an average of 1, and also to align each data with its 

appropriate value. 

 

5. Categorization and Modelling 

The following is a chronological description of 

cardiac forecasting systems. That order is followed when 

applying every method. For analyzing data, a variety of 

categorization techniques are offered. Six different kinds 

of categorization techniques are applied in this research. 

Following is a quick explanation of each algorithm. 

 

5.1 Logistic Regression 

A classified independent variable's result is 

predicted by the method of logistic regression. As a 

result, an isolated or category value is required for the 

result. Instead of providing precisely beliefs, which are 0 

and 1, it provides the stochastic standards, which fall 

somewhere in the range of 0 to 1[15]. It may correspond 

to whether Yeah or No, 0 or 1, true or False, etc. 

Since y is restricted to being from 0 to 1 in 

logistic regression, let's scale the following equation by 

(1-y): 

𝑌

1−𝑌
; 0 𝑓𝑜𝑟 𝑌 = 0 & ∞ 𝑓𝑜𝑟 𝑌 = 1   (4) 

However, we require an interval from - ∞ to + ∞ 

after taking the expression's logarithms, it becomes: 

𝑌

1−𝑌
= 𝑎0 + 𝑎1𝑥1 + 𝑎2𝑥2 +…   (5) 

 

5.2 Support Vector Machine 

Among each of the categories, SVM establishes 

an efficient choice boundary, or hyper plane [22]. The 

closest data point's closest distance for both groups. 

SVM lowers the top limit of the predicted test error and 

calculates door gradually volume, and centroid even 

when its radial baseline product is employed as a kernel. 

We treat the support vector function of this research's 

instance as a radial baseline value. There, p denotes the 

vector's total height. Choice the primary divider used to 

classify the points is called a boundary. A hyper plane 

solution is the formula for the primary divider axis. Now 

let's examine the calculation for an uninterrupted line 

having an endpoint of c and an incline of m. 

This is the final equation: 

mx +  c =  0     (6) 

Currently, it is simple to write a two-dimensional 

plane solution that separate the locations (for 

classification) as follows: 

H: b +  wT(x)  =  0    (7) 

 

5.3 K-Nearest Neighbor 

KNN classifies the test information using only an 

initial set of data. It speaks of the KNN's identity.  It 

computes every bit of the simulated information and 

differentiates from it in order to assess every value. The 

separation between the query location and the 

remainder of the information points must be computed to 

be able to ascertain what information points are closest 

to a particular query point. The choices for limits that 

divide query items into various areas are formed in part 

by these measures of distance. Limits of decisions are 

frequently represented using Voronoi graphs. In this 

instance, b represents the surface of the equation's 

interception and biases element. 

𝐷(𝑎, 𝑏) = ∑ (𝑏𝑖 − 𝑎𝑖)2𝑛
𝑖     (8) 

 

5.4 Random Forest 

The random forest method builds around the 

bagged approach by producing a non-relation forest of 

tree for choices by utilising feature variability in alongside 

bagged. Featured unpredictability is sometimes referred 

to as "the arbitrary domain method" or featured bagged. 

Ensures minimal association between decisions by 

producing a random collection of attributes. There is a 

significant difference in random forest structures and 

decision forests. Since decision trees believe any 

potential have divides, random forests just pick certain 

portions of those attributes. 

 

5.5 Naive Bayes 

It is referred to as naïve since it assumes that 

the appearance of one characteristic is unconnected to 

being a part of multiple qualities. For instance, if a 

vegetable is defined based on its color, form and flavor, 

then an apple can be recognized as a red, cylindrical, 

juicy fruit. Thus, each characteristic works independently 

of the others to help distinguish that it is an apple. It is 

referred to as the Bayes algorithm because it is based 

on the Bayesian hypothesis. 

 

5.6 Decision Tree 

The most effective method for categorizing 

situations is through decision trees. The technique 



Vol 6 Iss 3 Year 2024      Prashant Maganlal Goad & Pramod J Deore /2024 

 Int. Res. J. Multidiscip. Technovation, 6(3) (2024) 171-185 | 176 

divides an information set according to least entropy or 

the greatest data gain after calculating the degree of 

entropy for each attribute in at least two similar sets 

using more accurate readings.  A variety of multimodal 

rating measures, including AUROC, logarithmic loss, 

awareness, precision and precision, were assessed in 

order to compare the effectiveness of various algorithms 

and display the findings.  The False Positive (FP), True 

Positive (TP), False Negative (FN) & True Negative (TN) 

indices were computed for displaying the values of these 

matrices.  These parameters are covered in more detail 

in the section following. The optimal technique that 

yields the best results will be displayed once the study is 

complete. 

The majority of the results obtained from a 

decision tree is "1" or "0." 

The entropy we can calculate by  

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  −𝑃 𝑙𝑜𝑔 (𝑃) − 𝑁 log(𝑁)  (9) 

Accuracy, sensitivity, specificity, AUROC, and 

log loss are examples of multiplexed assessment 

indicators that were assessed in order to collate the 

outcomes of various techniques and display the results. 

The true positive (TP), false positive (FP), true negative 

(TN), and false negative (FN) values were computed for 

displaying these matrices of data. 

These parameters are covered in more detail in 

the section following. The optimal algorithm that yields 

the greatest results can be seen once the examination is 

complete. 

 

6. Experiment Analysis 

The present investigation employs Python 

Scikit-learn bundle for choosing and categorising 

features applications. The analysed data sets was 

subjected to a variety of techniques, including AL1, AL2, 

AL3, AL4, AL5, and AL6. All of which were used to check 

the performance of the data set. In the following 

example, matrix correlation heat maps as well as 

additional relationships between various features are 

visualised using Matlobplit as and the Python Seaborn 

package [23, 24]. Finally, a variety of ways to choose 

features were applied, including the chi-square , MI 

boolean selecting approach and relational based 

decision-making. These techniques are listed in Table 2, 

which and are marked as FST1, FST2, and FST3, 

accordingly. Fourth, various algorithmic capabilities 

were assessed in relation to the chosen features. 

 

6.1 Outcome of Various Feature Selection 

Methods 

Applying the attribute assets, the relational-

based attribute selection evaluation strategy calculates 

the coefficient of variance among the factors in question. 

Table 3 displays the correlation-based results for the F 

rating. The aspects of this evaluation that are less 

significant are RES, CM, and FBS, whereas the three of 

its most significant features are EIA, CPT, and OP. Chi-

square is an additional technique that determines the chi 

square value connecting each attribute and the goal. 

Table 4 displays the chi-square scores. The three most 

crucial aspects in this method are MHR, OP, and NMV, 

while TS, REC, and FBS are the 3 least important 

characteristics. Figure 2 displays the position qualities in 

the FST1 and FST2 algorithms. Two characteristics are 

free if their combined rating is nothing, while the more 

heavily reliant the traits are on each other, the higher the 

score will be. Table 5 displays the shared data scores. 

Here, fbs and restecg are the independent 

characteristics, and the three most heavily reliant 

features are CPT, TS, and NMV.

 

Table 2. Feature Selection Technique 

FST Description  Code 

correlation-based Find the Correlation between attributes FST1 

Chi-square Calculate Chi square value FST2 

MI Calculate Mutual Information value  FST3 

 

Table 3. FST1 Score 

Sr No Code Scores 

1 age 16.12 

2 sex 25.79 

3 cp 69.77 

4 trestbps 6.46 

5 chol 2.20 
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6 fbs 0.24 

7 restecg 5.78 

8 thalach 65.12 

9 exang 70.95 

10 old peak 68.55 

11 slope 40.90 

12 ca 64.05 

13 thal 31.80 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Feature Score 

Figure 3. FST3 Score 

Figure 4. Correlation Matrix 
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Table 4. FST2 Score 

Sr No Code Scores 

1 age 23.29 

2 sex 7.58 

3 cp 62.60 

4 trestbps 14.82 

5 chol 2.94 

6 fbs 0.20 

7 restecg 2.98 

8 thalach 188.32 

9 exang 38.91 

10 oldpeak 72.64 

11 slope 9.80 

12 ca 70.89 

13 thal 5.90 

 

Table 5. FST3 Score 

Sr No Code Scores 

1 age 0.01 

2 sex 0.05 

3 cp 0.17 

4 trestbps 0.03 

5 chol 0.08 

6 fbs 0.00 

7 restecg 0.00 

8 thalach 0.10 

9 exang 0.10 

10 oldpeak 0.09 

11 slope 0.08 

12 ca 0.11 

13 thal 0.14 

 

Table 6. Selected attributes 

Method Selected Attributes 

F1 Age, Sex, exang, Oldpeak , CP, ca, thal ,trestbps, chol, restecg, thalach, Slope,  

F2 Age, Sex, Slope, ca, thal ,CP, Thalach, exang, Oldpeak, chol 

F3 Age, Sex,Oldpeak, Slope, ca, thal,cp, Thalach, exang 
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Figure 3 displays the feature's overall rank 

according to the FST3 approach. Important 

characteristics for predicting of heart disease are shown 

in those three tables. Additionally, all three FSTs had 

lower total scores for FBS, REC, RBP, and CM, and 

none of the investigation's algorithms exploit those 

qualities. Based upon their score, three distinct sets of 

characteristics are chosen from every one of those 

attributes. F1, F2, and F3, in that order, represented 

each three distinct set of features. Table 6 displays the 

feature sets that were chosen. 

 

6.2 Features Visualization 

 First, a heat map is shown, as shown in 

Figure 4. This heat map shows the association among 

the different characteristics in the information set. Nearly 

every characteristic in this dataset has substantially less 

association with every other feature, according to the 

correlation values. This suggests that the characteristics 

that can be removed are limited. The goal characteristic 

in this heat map exhibits the most negative connection 

with EIA, OP, and NMV, and has a significant positive 

correlation with CPT, MHR, and PES. The targets with 

smallest association scores, yet are FBS, CM, RBP, and 

REC. These attributes are deleted in separate SF, and 

this is comparable to another choice of feature method 

attribute rating. Furthermore, a relationship is displayed 

given the intended property in Figure 5 and aged. It 

reveals that about nine patients ages 41, 51, and 52 as 

well as eleven patient’s age 54 had cardiac disease. It 

implies that heart disease primarily affected middle-aged 

persons between the ages of 41 and 54.  Lastly, Figure 6 

illustrates a relationship among MHR and goal. It 

demonstrates that the heart rates of the elderly are less 

than those of the young. Furthermore, there is a modest 

increase in the risk of cardiovascular disease with a 

greater pulse. 

6.3 Accuracy Analysis 

 Table 7 displays the degree of precision of each 

technique that was used to analyse the information that 

was set. Regarding the precision for every method, AL4 

determined that F3 had the greatest reliability (95.25 %); 

for F1 and F2, AL4 assessed efficiency of 91.20% and 

90.12%, respectively. AL1 estimated with the second-

greatest efficiency (93.51%) among all three SFs. 

Nevertheless, AL2 computed the low precision (76.64%) 

for F3. Moreover, AL2's efficiency for F1 and F2 was 

poor (80.25% and 80.24%). Furthermore, the outcome 

demonstrates that AL4 for F3 is the optimal technique for 

the set of data. Figure 7 displays all of the algorithmic 

accuracy for each of the several SFs. 

 

6.4 Sensitivity Analysis 

The degree of sensitivity of each of the 

techniques was examined in this investigation. Table 8 

displayed the sensitivity rating for each of the algorithms 

in question. Al2 has the lowest reactivity (70.25) for F2. 

Additionally, Al2 provided F1 and F2 ratings of (70.83 

and 71.42). Furthermore, Al4 reported the greatest 

accuracy of 95.11 for F3 as well; Al1 reported the next-

highest sensitivities of 94.74 for all SFs. Furthermore, 

the outcome demonstrates that Al4 awarded F3 the 

highest score. Figure 8 displays all of the sensitivity’s 

ratings for various algorithms for various SFs. 

 

6.5 Specificity Analysis 

 Every of these methods' specific was 

investigated, and Table 9 displays the sensitivity ratings 

for each algorithm. AL2 received the lowest score 

(79.57) for F3 throughout the examination, while Al4 

received the greatest rating (95.23). Out of all those SFs, 

Al1 had the second-highest rating (91.45). Furthermore, 

the outcome demonstrates that Al4 provided the highest 

rating for F3. 

Figure 5. Correlation between Age & Target 



Vol 6 Iss 3 Year 2024      Prashant Maganlal Goad & Pramod J Deore /2024 

 Int. Res. J. Multidiscip. Technovation, 6(3) (2024) 171-185 | 180 

6.6 AUROC Analysis 

 In machine learning, the Receiver Operating 

Characteristic (ROC) curve is a popular visual tool for 

assessing how well binary classifiers operate. At 

different threshold values, it shows the true positive rate 

(sensitivity) against the false positive rate (1 - specificity). 

This curve is useful for evaluating a classifier's 

performance in differentiating between classes, 

especially in situations when the distribution of classes 

is not balanced. To assess the accuracy of the 

predictions provided for the heart disease dataset, 

AUROC analysis was done. The AUROC ratings for the 

different methods were displayed in Table 10. In this 

study, Al2 for F2 had the lowest AUROC score (77.27). 

AL2 also provided F1 and F3 ratings of 82.54 and 80.48, 

respectively. For F3, Al1 provided the highest possible 

rating (96.96). Moreover, Al1 provided AUROC values 

for F1 and F2 of 93.77 and 94.41. Al5 provided a second-

best F2 score of 95.50.  The AUROC ratings of the other 

methods ranged from 91.81 to 96.96. Furthermore, the 

outcome demonstrates that Al1 provided the highest 

rating for F3. Figure 9 display each of the AUROC 

scores of various techniques for various SFs.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7. Algorithm Accuracy 

Features AL1 AL2 AL3 AL4 AL5 AL6 

F1 92.6 80.25 87.91 91.2 89.01 83.52 

F2 93.41 80.24 86.81 90.12 90.11 92.31 

F3 93.51 76.64 84.61 95.25 90.11 92.54 

Table 8. Algorithm Sensitivity 

Features AL1 AL2 AL3 AL4 AL5 AL6 

F1 94.74 70.83 88.56 94.28 87.5 80.25 

F2 94.56 70.25 83.33 91.66 87.6 93.65 

F3 94.68 71.42 84.25 95.11 87.8 91.25 

Figure 6. Correlation between Age & Heart Rate 

Figure 7. Algorithm Accuracy 
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6.7 Log Loss Analysis 

Log loss was looked into in this study. Table 11 

presents the outcomes produced by several techniques. 

Al2 received the best F3 score (8.56) in the current 

study. Al2 also provided F1 and F2 scores (7.59 and 

8.01). Thus, between F2 and F3, Al1 provided the 

smallest log loss (0.27). Log loss ratings from 0.29 to 

1.02 were obtained by the remaining algorithms. Figure 

10 displays every log loss rating for every method for 

every SF. 

 

7. Analysis 

This study utilised the data set from UCI 

Cleveland in both training and testing, and a variety of 

ML methods were employed for precursor identification 

of cardiovascular disease. Six popular algorithms—LR, 

DT, RF, SVM, Gaussian NB, and KNN, among others—

were used in particular to classify key characteristics that 

are more crucial when forecasting cardiovascular 

disease. Univariate analysis selection algorithms, 

Mutual information (MI), chi-square, ANOVA F value, 

and selection algorithms are also used. Specificity, 

Precision, Sensitivity, AUROC and log loss are among 

the criteria for valuation that were used to assess the 

execution of the various algorithms. According to the 

testing results, for all three of the SFs displayed in, 

strategy Al4 achieves the best accuracy (95.25%) for F3, 

and algorithm Al1 gets second-best accuracy (93.51%) 

shown in Table 7. As demonstrated in Tables 8 and 9, 

Table 9. Specificity Analysis 

Features AL1 AL2 AL3 AL4 AL5 AL6 

F1 93.45 80.05 88.46 87.5 90.2 85.10 

F2 90.45 85.71 90.79 87.27 91.0 90.50 

F3 91.45 79.59 88.75 95.23 92.0 90.55 

Table 10. AUROC Analysis 

Features AL1 AL2 AL3 AL4 AL5 AL6 

F1 94.56 82.54 94.09 93.77 94.1 91.89 

F2 93.03 77.27 93.43 94.41 95.5 91.81 

F3 96.08 80.48 92.87 96.96 95.5 93.80 

Figure 8. Algorithm Sensitivity 

Figure 9. AUROC Analysis 
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All4 also had the greatest scores for F3 with regard to of 

specific (95.23) and sensitive (95.11). Then, according 

to Table 10, Al1 provided F3 with the greatest AUROC 

rating (96.96). Figure 11 display AUROC Curve. 

Following that, as indicated in Table 11, Al1 provides the 

smallest log loss value (0.27) for both F2 and F3. Al4 is 

the greatest model for prediction in terms of precision, 

specificity, and sensitivity since it performs most 

effectively with F3. Furthermore, Al1 outperforms F2 and 

F3, that is the second-greatest model for prediction 

overall, in terms of AUROC and log loss. 

 

7.1 Contrasting with other pieces of work 

By contrasting our study with other research, we 

discovered that Mohan et al. [25] used the HRFLM 

approach to create a heart disease prediction model. 

Using each of the thirteen attributes, the model we 

developed predicted (95.25%) precision, (95.11%) 

sensibility, and (95.23%) precision for the UCI 

cardiovascular disease data. Amin et al. [26] used both 

the logistic regression and 87.41% is an accurate 

prognosis for heart attack based on naive Bayes 

systems. A prior study [26] that used the J48 reduced 

error trimming technique yielded a precision of 56.76%. 

Table 12 presents further prior research, with a total 

precision ranging from 87.41 to 83.70%. Furthermore, 

nobody has thoroughly examined the forecasting of 

coronary artery disease; in contrast, our research 

assesses a variety of statistics (specificity, sensitivity, 

accuracy, AUROC, and log loss) and employs various 

techniques for attribute selection to enhance algorithmic 

achievement for key features

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 11. Log Loss of Algorithms 

Feature AL1 AL2 AL3 AL4 AL5 AL6 

D
a
ta

s
e
t 

F1 0.31 7.59 0.38 0.33 0.31 1.02 

F2 0.27 8.01 0.36 0.34 0.3 0.67 

F3 0.28 8.56 0.4 0.31 0.31 0.62 

Figure 10. AUROC for F3 

Figure 11. AUROC Curve 
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Table 12. Comparison of research 

Authors Method Accuracy Sensitivity Specificity AUROC Log Loss 

Our Research RF  95.25 95.11 95.23 96.96 0.31 

Mohan et al. [25] HRFLM 88.47 92.8 82.6 - - 

Amin et al. [26] NB, LR 87.41 - - - - 

Latha & Jeeva [27] NB, B, RF 85.48 - - - - 

Patel et al. [28] J48 reduced 56.78 - - - - 

 

8. Conclusion 

In conclusion, three feature selection strategies 

were applied to identify the characteristics that were 

almost all useful in the diagnosis of heart failure . The 

chosen features were then subjected to six different 

prospective machine learning algorithms. Each 

algorithm utilized a distinct set of selected features to 

execute its core functions. Among all the algorithms 

evaluated in table 12, Random Forest (RF) 

demonstrated superior efficiency compared to the rest. 

Our research yielded an accuracy of 95.25%, a 

sensitivity of 95.11%, specificity of 95.23%, and an 

AUROC of 96.96%. 

Yet, the lack of sufficient data on cardiovascular 

disease hindered the development of a more precise 

forecasting model. This study would yield more 

dependable outcomes by analysing a substantial 

amount of authentic medical data using a comparable 

approach. Future research will explore enhanced 

methods to enhance this prediction and boost the 

efficacy of techniques through the adoption of more 

robust feature selection strategies, including the 

integration of deep learning approaches. Alternatively, 

applying cross-validation techniques in the current 

method could lead to improved results. 
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