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Abstract: Yoga is an ancient Indian discipline that promotes mental and physical well-being. It's become popular 

due to the stress of modern life. There are many ways to learn yoga, including studios, private instructors, and online 

resources. Many students of yoga struggle to identify their own mistakes when learning on their own. This article 

proposes a new approach for the effective identification and classification of different yoga poses using deep learning 

algorithms. The Media-pipe library is used to extract user-relevant features from 85 videos featuring 15 yoga 

practitioners doing 6 different poses. In the study, results from many deep learning models are compared, both with 

and without extracting features. Several different learning models achieved their best performance when fed 

skeletonized pictures to a neural network for training. Results from several models are compared in order to 

demonstrate the beneficial effect of skeletonization. With a validation accuracy of 99.9% on non-skeletonized images, 

Mobile-Net with CNN outperforms CNN, LSTM and SVM by a wide margin. Skeletonized images are used by the 

proposed model MobileNet, which achieves an accuracy result of 99.9%. 

Keywords: Media Pipe, Deep Learning, Yoga Pose, Activity Recognition, Classification 

 

1. Introduction 

Today's fast-paced society has made it common 

for people to work out alone at home. The Physical 

practised known as yoga dates back about 5,000 years 

[1, 2]. Due to its various health benefits, yoga has 

become more popular among individuals of all ages [3, 

4]. When it comes to yoga, the most difficult part is 

achieving the right poses. Yoga asanas have the 

potential to cause serious harm if not performed 

properly. Injuries and deformities of the body's 

framework are possible results of an incorrect position. 

Hence, it's understandable why many seek out the 

services of a teacher or trainer to check in on their 

development and make necessary adjustments to their 

asanas. In light of the fact that not everyone has access 

to yoga studios and instructors—especially in the midst 

of the current COVID pandemic—a system that uses 

deep learning and other forms of artificial intelligence 

may be developed to categorize and correct yoga 

postures. This sort of method may be used to categorize 

the many yoga asanas and provide the practitioner with 

useful feedback. A lot of progress has been made in the 

realms of science and technology in recent years. 

Everyone's lives have become simpler and more 

comfortable thanks to technological developments. 

Healthcare and related fields will benefit enormously 

from this expansion. Developments in computing power 

have improved every facet of civilization, from object 

detection to posture detection [4]. Human posture 

detection has come a long way in the last several 

decades. Recent advancements in deep learning and 

the rising processing power of current computers have 

facilitated progress in posture identification [5, 6]. Using 

Media Pipe, image processing, deep learning, and the 

transfer learning method, the authors of this research 

want to develop a system capable of identifying yoga 

poses in still images. 

Around 40% of children and adolescents are 

overweight or obese. The above details make it clear 

how crucial it is to regularly engage in physical activity. 

mailto:akilaphyog@gmail.com
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Regular exercise not only aids in weight loss, but also 

keeps us mobile, improves blood flow, and keeps us in 

excellent physical shape and mental equilibrium. A 

similar level of physical fitness to what we enjoyed when 

we regularly attended gyms. Joining a gym, yoga class, 

or training with a personal trainer is an investment that is 

out of reach for many people. Self-training is an 

alternative since it provides a recorded yoga sequence 

but no feedback to the practitioner. If we don't get 

accurate information on our postures, we risk injuring 

ourselves, which is why our initiative is so important. It is 

possible to ascertain a person's location at critical 

junctures by using pose estimation methods. This would 

allow us to provide feedback on estimated or evaluated 

human body poses. In our project, we do this by 

comparing the camera's incoming picture to information 

already saved in the database. If they're the same, we 

know the input image's posture is accurate; otherwise, 

we may use that information to guide corrections. 

Human posture estimation has been one of computer 

vision's most challenging challenges since the field's 

inception. In an effort to pinpoint the best effective 

method for real-time human posture recognition, several 

different strategies have been explored. Increases in 

computational power have led to a dramatic 

improvement in deep learning models, which are now 

the standard method for estimating body poses. Some 

examples of where gait analysis is put to use include 

biometric identification, video surveillance anomaly 

detection, an exercise/yoga tracking system, animation 

and frame interpolation, and more. 

The challenge with yoga, nevertheless, is that it 

is just as important to practice it appropriately as it is with 

any other exercise, as any incorrect posture during a 

yoga session can be counterproductive at worst. This 

necessitates the presence of a trainer who can keep an 

eye on things and make adjustments as needed 

throughout the session. Given that not everyone can 

afford or find a yoga teacher, AI-based apps that can 

recognize postures and provide individual feedback on 

how to improve form are promising options [7]. Recent 

years have seen tremendous performance increases in 

human posture estimation because of deep learning [8]. 

Instead of manually dealing with the relationships 

between structures, deep learning algorithms provide an 

easier way of mapping the structure. Lift up, swiss ball 

hamstring curls, push up, cycling, and walking were the 

five exercise positions identified using deep learning [9]. 

Yet a more recent use is in yoga positions [7]. 

The ancient Indian practice of yoga is gaining 

popularity across the globe for its purported health 

benefits to the body, mind, and soul [8]. The astonishing 

curative benefits of yoga on a wide range of human 

illnesses, including respiratory disorders, heart ailments, 

musculoskeletal diseases, and deep learning 

applications in healthcare [9-13], are contributing to 

yoga's rising profile in the medical community. Yet, there 

is a generational divide when it comes to knowledge of 

yoga's benefits, which has contributed to the rise of 

several modern health problems that might be easily 

avoided if people made yoga a regular part of their lives. 

The lack of accessible teachers is a key contributor to 

the widespread misunderstandings about yoga, which in 

turn discourages individuals from practicing it. Real-time 

self-learning assistance that can identify different yoga 

postures using activity recognition techniques is one 

solution to the problem of not having easy access to the 

proper coaching that is essential to the form's desired 

level of popularity. 

This is the outline of the paper. In Part 2, we will 

examine the literature about the different yoga 

classification schemes. The paper's approach for using 

current methods is described below in section 3. Section 

4 presents the findings and analysis. Section 5 contains 

some closing observations and the report's projected 

future scope. 

 

2. Related works  

Many fields, including robotics and computer 

science, have made use of the ability to 

recognize human actions. Randomized trees (random 

forests) are used to monitor human actions using 

sensors, as shown in references [14, 15]. Human activity 

identification is accomplished with the use of hidden 

Markov models and identified body parts in reference 

[16]. An accuracy of 97.16 percent was reached using 

this strategy for recognising six common household 

tasks. This technique is employed by monitoring 

services at smart homes. [17] Sensing devices that 

detect noises are employed in conjunction with external 

ambient sounds for human activity detection, and 96% 

accuracy is attained. 

Several different approaches and tactics have 

been devised and applied for real-time human 

monitoring, each with its own set of benefits and 

drawbacks. The proposed study intends to expand upon 

existing research in the field of computer vision for 

human posture assessment [18], using their results 

wherever appropriate. It was also shown [19, 20]. that 

LSTM neural networks operate well and contribute 

significantly to certain tasks. The goal of this work was 

to develop a deep learning-based system capable of 

accurately identifying yoga poses and acting as a stand-

in for a personal trainer by giving the user helpful, 

actionable feedback. Researchers in [21] estimated 

yoga postures using a combination of ML and DL. A 

Support Vector Machine (SVM), a Convolutional Neural 

Network (CNN), and a Convolutional Neural Network 

with Long Short-Term Memory (CNN-LSTM) were used 

to create a framework and their respective performance 

was compared (LSTM). In terms of accuracy, the 

research discovered that the hybrid CNN-LSTM model 

was the most effective. An approach termed tf-pose 

estimation was developed in [22] to identify the user's 

skeleton. The results of our tests on six widely used 
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machine learning models are shown below. We put 

Decision Tree, Naive Bayes, SVM, KNN, and the other 

prominent ML models (Random Forest, Logistic 

Regression, and Naive Bayes) to the test. When 

deployed to a dataset consisting of 10 unique yoga 

poses and about 5,000 photos, the Random Forest 

classifier produced a success rate of 99.04%. 

To create a self-training system, Chen et al. [22] 

first established a features-based method for 

recognizing Yoga activities. The user's body contour is 

extracted and a body map is captured with the help of a 

Kinect. Rapid skeletonization using a star skeleton was 

utilised to get a human stance descriptor. The research 

in [23] develops a Kinect-based computer-assisted self-

training method for correcting poor posture. To this end, 

it has considered the tree pose, the warrior III pose, and 

the downward dog. The total accuracy, however, is just 

82.84 percent. Using Kinect and Ada boost 

classification, the authors of [25] offer a Yoga 

identification system for six asanas, claiming an 

accuracy of 94.78%. Nevertheless, they are using a 

camera with a depth sensor, which may not be readily 

accessible to people. Indian traditional dance and Yoga 

postures may be identified from photographs with the 

use of image recognition methods like convolutional 

neural networks (CNNs) and stacked autoencoders 

(SAEs), as shown by the work of Mohanty et al. [26]. 

Nevertheless, they have only tested how well they work 

with static photos, not moving ones. In order to aid in 

correcting postures while performing Yoga, Chen et al. 

[24] suggested a Yoga self-training system that would 

use a Kinect depth camera to monitor 12 different 

asanas. Nonetheless, individual models are built for 

each asana and laborious feature extraction is used. 

Deep learning is an area that has a massive 

amount of unrealized potential in the classification of 

human poses, and a significant amount of research is 

already being carried out using this method. A CNN-

based pose estimation approach is proposed by Kim et 

al. [25] as a solution to the issue of information loss and 

the drifting of joints that may occur during the process of 

posture estimation. Deep learning-based models are 

used in Jose et.al [26] 's work; nonetheless, the small 

dataset reportedly produces subpar results. An 

enhanced version of the Mask Region Convolution 

Neural Network architecture was suggested by Wang et 

al. [27] in order to detect yoga movements. Despite this, 

the research is carried out on a limited dataset, which is 

insufficient to verify whether or not the model is accurate. 

With the use of a camera and some video data, a simple 

convolutional neural network was trained in the study 

[28] to identify 22 distinct yoga postures. Long et al. [29] 

construct a yoga posture coaching system using a 

number of different transfer learning models and base it 

on a number of different assessment measures. The 

research employs around twice the number of photos in 

the dataset to verify the conclusion, in comparison to the 

previous study [27]. In their paper [28-30] Liaqat et al. 

present a hybrid model that makes use of both machine 

learning and deep learning for the initial and final layers. 

The dataset used in the research only includes three 

fundamental positions, and the model's accuracy is poor 

when applied to more complicated stances. The authors 

provide a technique for the identification of a 

practitioner's posture that makes use of a deep learning 

convolution neural network, also known as a DLCNN. 

Before feeding the photos into the DLCNN network, the 

model performs an analysis on them using OpenPose. 

Cao et al. [31] offer a technique to simultaneously 

recognize the stance in the presence of many people in 

a video. Finding the associated body part of a person 

may be accomplished with the help of the suggested 

technique by making use of a nonparametric 

presentation. In addition, Narayanan et al. [32] offer a 

model for the classification of yoga postures that is 

based on deep learning. In this project, skeletal 

elements of the human posture captured in the photo 

frame are extracted with the help of the Open Pose 

architecture and stored in a NumPy array for further 

usage. As a model, it employs a straightforward neural 

network structure that consists of two hidden layers in 

addition to an output layer. 

 

3. Methodology 

In this research, a deep learning-based yoga 

pose estimation technique that is shown in algorithm 1 is 

suggested to recognize accurate yoga poses and offer 

feedback to enhance the yoga posture. Initially, the 

image of a yoga practitioner performing an asana was 

captured by a camera and fed separately to the four 

deep learning architectures, which then estimate the 

pose performed by the practitioner by comparing it with 

the pretrained model. If it does not match any of the five 

asanas, an error was shown. 

The goal of this methodology is to help people 

improve their yoga posture. The model receives its input 

in the form of movies or still photos, and frames are 

taken at regular intervals from videos. These frames are 

then passed to the Keras multi-person posture 

estimation algorithm in order to extract critical points. 

The calculation of the 12 joint vectors begins with these 

crucial points. The angles that are formed between the 

x-axis and each of these 12 joints are calculated, one for 

each joint. The categorization model uses these angles 

to determine where the posture falls within the spectrum 

of six different yoga poses. These angles are then 

compared to a grid consisting of 12 different angles that 

make up the categorized posture. This array contains 

the average angles of 12 different joints that were taken 

from the dataset. The differences, accordingly, are 

computed for each angle, and recommendations are 

shown for each angle.  
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As a feedback output, the direction in which 

joints should be rotated is determined by the sign of the 

difference and may either be clockwise or anticlockwise. 

Figure 1 provides a schematic representation of 

the suggested methodology, and the accompanying text 

provides more explanations of each stage. The 

suggested system receives individual frames from video 

sequences that are played in real time. The end result 

would be a recommended yoga position that also 

included instructions on how to fix the appropriate angle 

and posture for that pose. The system is comprised of 

three basic components: the first is key point extraction, 

the second is position prediction, and the third is posture 

correction. During the phase of feature extraction, the 

goal is to detect and retrieve the location of essential key 

points in response to the user's current position. During 

the phase known as posture prediction, the structure of 

the model is created, and it is decided whether or not the 

stance is appropriate. The next step is known as 

"position correction," and it is when the user is given 

more guidance on how to improve their stance, as well 

as a visual depiction of the degree to which their posture 

fits the ideal pose. 

 

3.1 Dataset 

This project's data set is freely accessible as 

part of the Open-Source library. With a combined 

running time of 1 hour, 6 minutes, and 5 seconds, the 88 

movies in this collection are certainly impressive. The 

videos were captured at 30 frames per second (frames 

per second). Every one of these clips was shot inside, at 

a distance of four meters. Each person has done their 

own unique version of yoga to help create a dataset that 

can be utilized to create an accurate yoga position 

identification algorithm. The typical video lasts between 

45 and 60 seconds. 

Training the 3D CNN model using the six-pose 

Yoga datasets of Yadav et al. [7] similarly used a similar 

approach to preparing the datasets. In order to train the 

model, we collected 4930 Yoga posture clips from 60% 

of the movies at random and used their assessment 

technique to determine the remaining 40%. 1643 clips 

were taken from an additional 20% of the movies in the 

sample and utilized for hyperparameter tweaking. In the 

end, 1644 clips were taken from the remaining 20% of 

Yoga video content, and the trained model's 

performance was assessed based on those results. 

Figure 2 shows the sample yoga poses from the dataset.  

 

3.2 Pre-processing 

Each category of yoga asanas has its own 

unique data structure in the yoga asanas dataset. 

Aligning the data makes it more suitable for the next 

steps in the deep learning pipeline. The data goes 

through three distinct pre-processing phases as seen in 

the picture. Because of the diverse origins of the data, 

their size will vary. 

As a first stage of preparation, resizing to 

100x100 pixels is applied to data with varying 

dimensions. After that, we use a Gaussian filter to 

smooth out the data while maintaining its original 

sharpness and detail. Finally, the Histogram 

Equalization is applied to the final picture to normalise 

the intensity distribution and boost the image's contrast. 

First, we offer an algorithmic pipeline for Yoga 

position detection that makes use of multiple open-

source tools, including OpenCV and NumPy, during the 

database construction stage. Yoga stance frames 

collected by a camera are processed in real time to meet 

the input requirements of the developed 3D CNN model. 

Nevertheless, this phase is handled offline during the 

construction of the database for the pre-recorded Yoga 

posture videos. Here, we take each of the Yoga videos 

in the dataset and rip out many 16-frame vignettes 

showing various positions. In addition, as the resolution 

of the input Yoga stance videos might vary, we first 

extract an input picture with dimensions of 650 × 650 × 

3 pixels from each frame of the video clips, and then we 

scale the recovered image to a frame resolution of 112 

×112 × 3 pixels. Including temporal and spatial jittering 

in this way also helps reduce overfitting during network 

training. Normalizing the input data is a common pre-

processing step in deep learning used to make the 

intensity levels of picture pixels consistent across the 

board.  

 

Figure 1. Schematic Representation of Suggested Methodology 
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The convergence qualities of neural networks 

may be improved by doing this procedure before training 

and testing the network topologies. Improved recognition 

accuracy and generalizability may also be achieved in 

inference by normalising test input data with the derived 

parameters from the training set. This is why, before 

training our proposed neural network design, we 

standardized the frame rates of the Yoga posture videos. 

This was accomplished using a two-stage process: first, 

the frames were split by a factor of 255 to put the pixel 

intensities in the range of 0-1, and then the two-step 

process was applied. After that, we subtracted the 

channel-wise pixel intensities from the channel-wise 

mean intensities calculated on the whole dataset to get 

a mean normalization of the scaled frames. Through this 

process, we can ensure that the network is being trained 

with consistent input frames from all of the videos. 

In addition, we apply a variety of on-the-fly data 

augmentation tactics as shown in the figure.3  to 

enhance the model's generalization capacity and get 

over the limits imposed by overfitting while training 

parameter-heavy 3D CNN models on a limited sample 

Yoga position dataset. Then, we randomly flip the 

horizontal orientation of each frame in the training set's 

video clips. 

To create the rotated pictures, step two involves 

randomly rotating each frame by an angle between -11 

and 11. (empirically determined). Frames are then 

randomly magnified, sheared, and moved in both the 

horizontal and vertical planes in the third stage. After the 

pre-processing phase, we acquire 3608 clips of 16 

frames for training, testing, and validation sets, divided 

80:10:10, correspondingly, utilizing clips with different 

subjects for each. 

Figure 2. Sample Yoga poses from the dataset 

Figure 3. Augmented images from the dataset 
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3.3 Proposed Methodology 

The first step is to extract key points from each 

frame of the movie, and then save those key points in 

JSON format thereafter. This step is the beginning of the 

process. Shoulders, elbows, wrists, knees, and other 

parts of a person's body are all examples of key points 

that are important in the development of a yoga posture. 

Key points are also known as anchor points. For the 

purpose of key points extraction, we made use of the 

Media Pipe library, which is a Google-developed cross-

platform library that offers outstanding machine learning 

solutions that are already prepared for use in computer 

vision applications. At this step, a highly tuned and pre-

trained CNN model is used for high-fidelity body posture 

tracking. This model determines 33 3D landmarks and 

background segmentation masks on the full body based 

on RGB video frames. The Media pipe library provides 

three coordinates—X, Y, and Z—where Z represents the 

depth of a two-dimensional value. Figure 4 shows the 

effect of using the Media Pipe library to extract the key 

points from the data. 

After converting the movies to the JSON format, 

the dataset is being divided into three parts: the train 

dataset, the validation dataset, and the test dataset. The 

split ratio that is being used is 64:16:20, and each test 

case is made up of a series of 45 frames with an overlap 

size of 36 frames. These frames include the coordinates 

of all 33 key points. The following is an example of how 

the input shape of a single test case should look: (45, 33, 

2). The combined numbers of samples used for training, 

validation, and testing come to 7063, 1832, and 2202. At 

this phase, methods for machine learning are put to use 

in order to successfully construct data structures within 

the context of the particular application. The contribution 

resides not only in the efficient creation of the system but 

also in the application of the assessing procedures. 

 

3.4 MobileNetV2 

When it comes to solving the categorization 

issue, researchers have turned to a Deep Neural 

Network called MobileNetV2. TensorFlow's ImageNet 

pre-trained weights were used. The first set of layers is 

then frozen to preserve previously learned 

characteristics. Then, we add additional trainable layers, 

which are then trained on the amassed dataset to learn 

the characteristics that distinguish a face with a mask 

from an unmasked one. The simulation is then tweaked 

and the weights are stored. If you can find a model that 

has already been trained, you can save time and money 

by using it. You can also benefit from the model's biased 

weights without having to discard any previously learned 

features. The following layers and operations are used 

in the MobileNetV2 deep learning model, which is based 

on a Convolutional Neural Network. Figure 5 displays the 

internal organization of MobileNetV2. The Convolutional 

Neural Network's base layer. When we say 

"convolution," we're referring to a mathematical process 

wherein we combine two functions to get a third. In order 

to extract features from a picture, it uses a sliding 

window method. The creation of feature maps is aided 

by this. Convolution of mainly two matrices, the input 

image matrix 𝑋 and the convolutional kernel 𝑌, yields the 

output matrix 𝑍 as 

𝑍(𝑡) = (𝑋 ∗ 𝑌)(𝑎) = ∫ 𝑋(𝑡) ∗ 𝑌(𝑡 − 𝑎)𝑑𝑡
∞

−∞
   (1) 

Pooling procedures, when applied, may allow 

for a decrease in the size of the input matrix while 

maintaining the majority of the matrix's characteristics. 

This can result in quicker computation times. By 

excluding some random neurons with a bias from the 

model, the dropout layer mitigates the risk of overfitting, 

which might occur during the training process. These 

neuronal connections may be found at both the visible 

and unseen levels of the brain. 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Sample key points extracted from the data 
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Altering the dropout ratio in a neuron population 

may cause a change in the probability that a neuron will 

be lost. 

 

3.5 Efficient Net 

We included a global average pooling2d layer 

into the EfficientNetB4 model for transfer learning to help 

reduce the risk of overfitting by decreasing the number 

of parameters. We have incorporated three dense layers 

within the inner layers of the network, each accompanied 

by a dropout layer and activated by the RELU function. 

To mitigate overfitting, a random dropout rate of 30% 

was implemented. The suggested automated detection 

system is made up of a single dense layer with multiple 

output units engaged by a softmax activation function for 

classification tasks and three target output units 

triggered by the same function for multi-class 

recognition. The proposed model's layers are laid out in 

sequence, together with their output shapes, the number 

of parameters (weights) in each layer, and the overall 

number of parameters (weights). There are a total of 

170,603 parameters.  

The whole stack of programs and libraries that 

will be utilized to carry out the planned work is freely 

available to the public. All that's required for readers to 

replicate the findings is a copy of the Google Colab 

Notebook and the GPU run-time type. As Google 

donates this program for use in research with a 12 GB 

Tesla K80 GPU, there are no financial barriers to entry 

for anyone interested in utilising it. Transfer learning may 

be used to image classification issues with the help of 

the EfficientNet Models, which are pre-trained, scaled 

CNN models. In May of 2019, Google AI released the 

model to the public through GitHub. Keras's Image Data 

Augmentor is a specialised picture data generator that 

allows for the addition of augmentation modules. 

Furthermore, you may find it on the Google AI-

maintained GitHub repository. To round things off, 

Google AI has created the Augmentations library, which 

can be downloaded from the Github repositories. In 

conclusion, as it is open source and free, there are no    

licensing restrictions on using the programme. The 

algorithm 1 depicts the procedure for yoga pose 

identification and correction. 

Algorithm 1. Algorithm for yoga pose identification 
and correction 

Input: Video 𝑉𝐷 = {𝑉1, 𝑉2, . . . . . . . . . . 𝑉𝑖} 

Output: Pose estimation and correction 

1. Load the input video 𝑉𝐷 

2. Extract the frames from video For each i in 𝑉𝐷 

𝐹𝑖 = ∑ 𝑓𝑖
𝑛
𝑖=1   

End for 

3. Apply augmentation on each frame 

4. for each frame in 𝐹𝑖  Extract the feature or pose 
from frames using CNN 

5. pass the features to MobileNet 

𝑍(𝑡) = (𝑋 ∗ 𝑌)(𝑎) = ∫ 𝑋(𝑡) ∗ 𝑌(𝑡 − 𝑎)𝑑𝑡 
∞

−∞
   

6. calculate the angle ∅ = 𝑡𝑎𝑛−1 (
𝑎2−𝑎1

𝑏2−𝑏1
)  

𝑐𝑜𝑠𝜃 =
𝑋∙𝑌

‖|𝑋||𝑌|‖
    

7. Generate the feedback for the identified pose 

 

3.6 Pose Correction 

After the similarity % (using cosine similarity) 

has been determined, it will be shown to the user once 

the projected posture has been assessed as accurate 

with regard to the specified pose. Next, we'll explain the 

six yoga positions that comprise the dataset, and we'll 

show you how we figured out the most crucial angles and 

developed guidelines for each one. A threshold is 

established for each regulation, which represents the 

greatest departure from the ideal stance that the user is 

permitted. The user receives both visual and auditory 

alerts if they go above the predetermined limit. By taking 

the tangent inverse of the positive X-slope, we may get 

the angle between two control points. Given the two 

Figure 5. MobileNetV2 architecture for Yoga pose estimation 
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coordinates of the reference points, the equation 

represents the formula for calculating the angle. 

∅ = 𝑡𝑎𝑛−1 (
𝑎2−𝑎1

𝑏2−𝑏1
)  (2) 

The user provides input in the form of text, which 

is then translated into voice using the text-to-speech 

converter (Pyttsx3), which may be used both online and 

offline. The cosine similarity is also presented to the 

user, which is a metric that compares two vectors by 

computing the cosine of angles between them. This 

metric's value may go as low as 1 or as high as +1. The 

similarity score is multiplied by 1 to the positive side if it 

is between 1 and 0. The resemblance is then determined 

by the score, which may vary from -1 to +1. Cosine 

similarity is defined by the formula provided in the below 

equation (3), 

𝑐𝑜𝑠𝜃 =
𝑋∙𝑌

‖|𝑋||𝑌|‖
    (3) 

 

Two vectors, X and Y, in a higher dimensional 

space. The cosine similarity between the user's 

posture's landmarks and the reference pose is 

determined here. By comparing the two, you can see 

how similar the stance is to the real one. Keypoints are 

first adjusted to determine a common scale for all users, 

since their distances from the camera may naturally 

vary. 

 

4. Result and Discussion 

A model's performance may be measured in 

terms of its precision, which is a metric. To put this into 

a more concrete context, it is defined as the percentage 

of samples that are properly identified as positive given 

the total number of samples that are, in fact, positive. 

The model's results show that it has a precision of 0.99. 

The mathematical model for it may be found in below 

equations (3),  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛(𝑃) =
𝑇𝑝𝑠

𝑇𝑝𝑠+𝐹𝑝𝑠
    (4) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐴) =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
   (5) 

𝐸𝑟𝑟𝑜𝑟 𝑅𝑎𝑡𝑒 =  
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  (6) 

𝐹 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
2+𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
   (7) 

𝑇𝑝𝑠  represents the true positive and 𝐹𝑝𝑠 

represents the False positive. We have employed not 

only recognition accuracy but also precision, recall, and 

F1-score to evaluate the built deep learning architecture 

as precisely as possible. The accuracy of a prediction is 

measured by how many positive observations were 

really right out of the total number of predictions. 

Correctly predicted positive observations as a 

percentage of total observations in the actual class is 

called "recall." The model was running for a total of 50 

iterations, and the results showed that the training 

accuracy was 99.99%. 

The graphical depiction of both model accuracy 

and model loss may be seen in Figure 7 and 8. 

After training for a total of 100 epochs, the 

system achieves an accuracy of 100% on the training 

examples and 99.9% on the validation data respectively. 

The overall test reliability for the system is 99.84%, as 

measured for each frame. These curves, also known as 

information absorption expectations, are often used in 

models that learn gradually over time, such as neural 

networks. They discuss evaluations of information 

gathering and approval processes, which offer us an 

idea of the model's capacity for learning and summing 

up. To have a lower score indicates better model 

execution as implied by the model misfortune bend. The 

accuracy curve of the model indicates an increasing 

score (exactness), which means that a higher score 

indicates a more successful model implementation. 

When the preparation and approval misfortune both 

falls, stabilise, and have a small gap between their final 

misfortune values, we may say that the model's fit is 

good. In contrast, a well-fitting model exactness curve 

has a base hole between the final exactness values and 

an upward trend in both the training and approval 

precision. 

 

 Figure 6. Accuracy of the models 
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Table 1. Performance metric of the CNN + Mobilenet 

 Precision Recall F1-Score 

Chair 0.98 0.98 0.98 

Cobra 0.99 0.99 0.99 

Downdog 1.00 1.00 1.00 

Goddess 1.00 0.99 1.00 

Tree 1.00 0.99 0.99 

Warrior 0.99 1.00 1.00 

Accuracy   1.00 

Macro Avg 1.00 0.99 1.00 

Weighted Avg 1.00 0.99 1.00 

 

Table 2. Accuracy comparison of the models 

 Accuracy Recall F1-Score 

CNN 0.95 0.94 0.95 

LSTM 0.96 0.96 0.97 

SVM 0.85 0.84 0.85 

VGG16 0.96 0.96 0.97 

MobileNet 0.97 0.97 0.98 

EfficientNet 0.98 0.97 0.97 

CNN + MobileNet 1.00 0.99 1.00 

 

A combination of NumPy, OpenCV, and PIL. 

The MobileNet model was employed with a magnet of 

training weights for the transfer learning phase. After 

down-sampling all the photos to 100x100, 4608 features 

were taken from them. There is a complete separation of 

the dataset into a training set and a testing set. In order 

to create a reliable classifier, data from the training set 

must be utilised, while data from the test set must be 

used to measure the classifier's performance. We 

achieved 99.9% accuracy in our tests, and the confusion 

matrix we generated by comparing the true labels to the 

ones we predicted is shown in figure 6, while the 

computed values for other metrics, including precision, 

recall, and fi score, are provided in table 1.  In Table2, 

we can see that the suggested transfer learning 

architecture outperforms the conventional Architectures 

and other deep learning algorithms trained using CNN 

Moment.  

Figure 7. Loss of the models proposed in this paper 
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Results of the model's predictions on the test set 

of the internally developed Yoga position dataset are 

shown in Figures 8 in units of the normalised confusion 

matrices. High density along the confusion matrix's 

diagonal indicates that the model accurately predicted 

the majority of Yoga posture videos. 

It is crucial to provide the user with feedback so 

that they may learn from their mistakes. This aids the 

user in acquiring the proper posture for the yoga position 

and perfecting their practise. The user receives 

immediate visual and auditory feedback on their 

performance. The user will be alerted when their 

deviation is more than the predefined value. The user 

may then alter his or her yoga posture accordingly after 

seeing the correction. The notification may appear on 

the screen or be played over the headphones. To avoid 

the necessity for the user to tilt their head to view the on-

screen text. Also, the user may be facing away from the 

screen due to their yoga position, making it difficult or 

impossible to comprehend the information being shown. 

The user may get the feedback message about their 

posture using a Bluetooth-connected headset or 

speaker. Users' degrees of pliability vary; some may be 

less flexible than others. Thus, a threshold parameter 

that may be adjusted by the user is provided for dealing 

with this issue. To meet their own needs, users may 

adjust the threshold value. To allow for a variance of 

around 20 degrees in either way, a new user may set the 

threshold to, say, 20 degrees. In order to get the most 

out of their practise, experts might reduce the angle 

down under 10 degrees. As a result, this function makes 

it possible for users of all experience levels to gradually 

and steadily increase their physical flexibility for the 

practise of yoga. 

 

 

5. Conclusion and future work 

Developments in science and technology 

provide the way for interdisciplinary exploration. Artificial 

intelligence, machine learning, and computer vision are 

just a few examples of the cutting-edge technologies 

used to power today's practical, constantly evolving, and 

oftentimes live-streaming applications. The mind-body 

practise of yoga is gaining popularity worldwide. We 

have suggested a computerized yoga posture 

identification scheme from images or videos as a starting 

point for developing a system to help humans practise 

yoga with a virtual trainer. When developing this system, 

we tried using state-of-the-art image classification 

techniques like convolutional neural networks (CNN), 

but the dataset was too small. We have used a CNN 

classifier and transfer learning with a MobileNet 

architecture and primarily targeted MobileNet weights to 

improve upon previous results. The outcomes were 

encouraging, with an 99.9% rate of correct predictions. 

Plenty of untapped potentials exists in this space. Yoga 

asanas can be validated not just through visual 

inspection, but also through video analysis of the 

corresponding movements. 

Six yoga asanas are presently categorised using the 

suggested models. There are many different yoga 

asanas, making it difficult to develop a position estimate 

model that works for all of them. More yoga positions 

done by people both inside and outdoors would enrich 

the current dataset. Model accuracy is dependent on the 

accuracy of OpenPose posture estimation, which may 

fail in situations when several persons or body parts 

overlap. This system may be used to train itself and 

provide predictions in real time on a portable device. This 

paper illustrates the feasibility of activity recognition in 

real-world settings. Pose identification in domains as 

Figure 8. confusion matrix 

 



Vol 6 Iss 2 Year 2024      S.V. Shri Bharathi et al., /2024 

  Int. Res. J. Multidiscip. Technovation, 6(2) (2024) 156-167 | 166 

diverse as sports, surveillance, healthcare, etc., might 

benefit from a method similar to this. There is a lot of 

room for exploration in the realm of multi-person posture 

estimation, which is a novel issue in and of itself. Several 

situations need for more than just one person's stance 

to be estimated; for example, pose estimation in 

crowded settings requires the monitoring and 

identification of the poses of many different individuals. 

Multi-person pose estimate is difficult because of the 

many aspects, such as backdrop, illumination, 

overlapping figures, etc., that have already been 

mentioned in this study. 
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