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Abstract: This study introduces an ensemble classification model designed to categorize Alzheimer’s disease (AD) 

into four distinct classes—mild dementia, no dementia, moderate dementia, and very mild dementia—using Magnetic 

Resonance Imaging (MRI). The proposed model entitled the Ensemble Classification Model to Predict Alzheimer's 

Incidence as Multiple Classes (PAIMC) that integrates a six-dimensional analysis of MR images, encompassing 

entropies, Fractal Dimensions, Gray Level Run Length Matrix (GLRLM), Gray Level Co-occurrence Matrix (GLCM), 

morphological features, and Local Binary Patterns. A four-fold multi-label cross-validation approach was employed 

on a benchmark dataset to evaluate the model's performance. Quantitative analysis reveals that PAIMC consistently 

achieves superior Decision Accuracy, F-Score, Specificity, Sensitivity Recall, and Precision metrics compared to 

existing state-of-the-art models. For instance, PAIMC's Decision Accuracy and Precision outperform the second-best 

model by a notable margin across all folds. The model also demonstrates a significant improvement in Sensitivity 

Recall and Specificity, reinforcing its efficacy in the multi-class classification of AD stages. A novel data diversity 

assessment measure was developed and utilized, further confirming the robustness of the PAIMC model. The results 

underscore the potential of PAIMC as a highly accurate tool for AD classification in clinical settings. 

Keywords: Mini Mental State Examination (MMSE), PAIMC, Magnetic Resonance Imaging, Alzheimer’s Disease, 

Mild Cognitive Impairment, Support-Vector-Machine. 

 

1. Introduction 

Alzheimer's disease (AD) is a 

neurodegenerative disorder influenced by a combination 

of environmental and genetic factors, predominantly 

affecting individuals over 65 years of age. Despite the 

gradual progression of AD, patients can survive up to 

nine years post-diagnosis. The Mini Mental-state 

Examination (MMSE) score is a significant indicator for 

disease estimation, which decreases as the disease 

progresses, often leading to Mild Cognitive Impairment 

(MCI), a precursor to dementia. 

There has been no treatment for curing the 

disease Alzheimer’s. When the disease is in advanced 

phases complications will be such as malnutrition, 

infection or dehydration happens that result towards 

death. At the stage of MCI, diagnosis would assist the 

person for concentrating on health way of life. Effective 

planning results to be careful about loss of memory. 

Dementia disorders of adult-onset have been among 

significant global medical problems in industrialized 

countries, which have maximal effect on lifestyle of an 

individual. Moreover, these disorders depict a prominent 

challenge for community over their upgradation from 

diagnosis early towards life end as in [1]. Here, statistical 

studies predicted that every 3 seconds, a novel case of 

dementia has been increasing all over world. It means 

nearly patients of 50 million have been suffering from 

disease [1, 2]. Further, these numbers would increase 

for every 20 years and probably attain patients of 100 

million by the end of the year 2040.  

Dementia has been syndrome, which hugely 

develops in adults. Further, it impacts the functionality of 

brain, every-day activities and effectiveness of 

communication as in [1-3]. The disease Alzheimer’s 

depicts prevalent dementia of adult-onset. Some of the 

contributions have highlighted, where early dementia 

diagnosis has been resourceful to start treatments & to 

estimate the disease outcomes however could not 

provide MCI (Mild-cognitive impairment) does not 

emerge into dementia overt, while other MCI forms 

depicts mild AD form as in [4]. Upgraded computer 

strategies might depict a device for AD diagnosis at an 

early phase and estimates the prodromal forms 

evolution of MCI or disease into the dementia. MRI 

strategies have been becoming associated device for 

prodromal MCI and AD assessment as in [5]. Some of 

the contributions depending on comparative analysis of 

neuroimaging and cognitive testing have been 
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hypothesized, where AD neuroimaging might be 

adequate for disease estimation [5, 6]. Also, on other 

dimension, estimating the dementia with ML (machine-

learning) becomes more diffused model in practice 

clinically [7]. 

Currently, disease Alzheimer’s became 

common disease of neurodegenerative brain in people 

elderly. As per published report by International 

Alzheimer’s disease, there are approximately dementia 

patients of 44 million all over the world, and amount 

would attain by the year 2030 are 76 million and by the 

year 2050 are 135 million. From these patients, AD 

(Alzheimer’s disease) patients considered for 50-75% as 

in characterized through onset insidious and increased 

episodic memory impairment as in [8, 9]. The MCI has 

been a circumstance, where individual has been mild 

however noticeable variations in thinking capabilities. 

Individuals by MCI were likely for developing AD than the 

people without them as in [10]. Even though, there were 

no medications for curing AD, some of the medications 

is been utilized for delaying some symptoms onset and 

lower the psychological effect on patients like loss of 

memory in [11]. Hence, precise AD patient’s diagnosis 

or early stage MCI has been more prominent. 

Currently, ML and classification of pattern 

models have been utilized extensively in computer-aided 

diagnosis brain system development with neuroimaging 

like MRI, FMRI (Functional MRI), Diffusion-Tensor-

Imaging called DTI as in and PET (Positron-Emission-

Tomography) [12-15]. Contributions have exhibited that 

MRI structural has been prominent standardized 

modality imaging in practice clinically as in & it has been 

resourceful for tracing diversified AD clinical stages [16, 

17]. Hence, our model has been measured on MRI 

images structure.  

Various features types could be extracted from 

MRI structure for whole-brain like densities of gray 

matter or intensities, comparison of group cortical 

thickness as in, texture-measures as in and 

morphometry [18-21]. Integration of diversified features 

types could enhance AD diagnosis accuracy when 

compared to models that utilize for a individual feature 

as in [22].  

The analysis of texture might examine the subtle 

variations of body; hence, it could be extensively utilized 

in diagnosis of AD to extract the features of texture. The 

work adopted statistical model for differentiating cerebral 

images of MR patients with amenstic and AD MRI. In 

projected by, features extracted 336 from GLMC (gray-

level co-occurrence matrix) have been utilized for AD 

categorization [23, 24]. The work [25] utilized discrete 

transform wavelet for extracting features towards AD 

diagnosing. Currently, MRI morphometric could be 

adapted for enhancing diagnosing AD features that is 

noninvasive, safe & reliable. ROI based analysis 

measures as well as VBM (voxel-based morphometry) 

has been utilized extensively for measuring 

morphometric variations as in [26]. Specifically, VBM 

has been hypothesis-free and sensitive in localizing 

regional variations small-scale in the gray matter as in 

[18]. Hence, it implemented commonly for studying 

alternations of gray matter in the AD as in [27]. 

Moreover, we utilized the integration of analysis of VBM 

and texture for AD research in this manuscript.  

Currently, no cure exists for Alzheimer’s 

disease, and in its advanced stages, complications such 

as malnutrition, infection, or dehydration can lead to 

death. Early diagnosis at the MCI stage can facilitate 

proactive health management and delay memory loss. 

Dementia, including AD, poses a significant global 

health challenge, with statistical studies indicating an 

alarming increase in incidence rates. 

Despite advancements in neuroimaging 

techniques such as MRI, which have become crucial in 

assessing prodromal MCI and AD, there are significant 

gaps in the early diagnosis and prognosis of the disease. 

The limitations of current machine learning (ML) models 

in clinical practice include a lack of precision in the early 

stages of AD diagnosis and the inability to differentiate 

between MCI that progresses to overt dementia and MCI 

that represents a milder form of AD. 

This research addresses these challenges by 

introducing an enhanced feature selection procedure 

that integrates covariance and SVM-RFE, aiming to 

refine the diagnosis and prognosis of Alzheimer's 

disease using MRI scans. We also incorporate multi-

dimensional neuroimaging features to improve the 

accuracy of AD diagnosis beyond the capabilities of 

models relying on single-feature analysis. Our model 

evaluates a combination of VBM and texture analysis for 

AD assessment, which has been underutilized in 

previous studies. 

Moreover, we tackle the issue of overfitting, 

common in high-dimensional neuroimaging data, by 

proposing a novel feature selection algorithm. Our 

contributions include the application of multiple kernel 

learning algorithms, which have demonstrated efficacy 

in AD diagnosis, thus pushing forward the boundaries of 

computer-aided diagnosis systems in neuroimaging. 

This paper presents a comprehensive approach 

to AD classification, leveraging advanced imaging 

techniques and ML models to enhance the accuracy and 

reliability of early-stage AD diagnosis and MCI 

prognostication, thereby contributing significantly to the 

field of medical diagnostics in neurodegenerative 

diseases. 

Furthermore, the amount of dimensions of 

neuroimaging has been more than amount of samples. 

For solving the over fitting issue, it has been required for 

the choosing the features. Algorithms related to features 

selection could be segregated into 3 classes called 

embedded filters wrappers. For more particular , filter 

models choose features subset such as PCA [28] in 
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neuroimaging based classification various features 

selection models have been projected for instance, 

univariate models, multi variate, perturbation approach  

and SVM- RFE is been applied successfully in numerous 

applications of neuroscience, however it could not have 

effective performance on analysis of image [28-35]. In 

this manuscript, we enhance the feature selection 

procedure through integrating covariance and SVM - 

RFE. Furthermore, we realized some projected learning 

algorithms such as multiple kernel learning algorithms 

[36]. Besides, it exhibits effective performance in 

diagnosis of Alzheimer's disease [37]. 

 

2. Review of Related Research 

The work [38] recommended a deep learning 

model besides with clinical information and brain 

network data like age, gender, as well as ApoE gene of 

subjects for former Alzheimer’s investigation as in [38]. 

The network of brain has been organized, computing 

functional links in region of brain by deploying resting-

state FMRI data. For generating networks, links have 

been constructed & were susceptible towards MCI and 

AD. Dataset has been considered from database ADNI. 

Classification model comprises of diagnosing early, 

primarily raw R-FRMI has been carried out as in [38]. 

Later, the data time-series has been attained and that 

signifies the levels of blood-oxygen in every brain area 

and varies a long time. Now, the network of brain has 

been transformed and built towards time-series data of 

90 x 90-matrix correlation. The required auto encoder 

approach has been utilized that 3-layered approach that 

provides nervous system intellectual growth then 

excerpts the attributes of brain-network completely as in 

[38]. If definite data cases has been considered, cross-

verification of k-fold has been significantly implemented 

for evading complication of over-fitting. 

The work [39] projected a model known as multi-

stage classifier through utilizing ML algorithms such as 

NB (Naive Bayes), SVM (Support-vector-machine), and 

KNN (K-nearest-neighbor) for categorizing among 

diversified subjects. Moreover, particle-swarm-

optimization (PSO) that has been a strategy, which 

chooses features has been enforced for attaining 

effective features. Usually, image retrieving procedure 

needs 2 phases: the initial phase incorporates features 

generation such that, it generates the image of query 

and later step associates those features through 

collected in the database as in [39]. Furthermore, 

algorithm PSO has been utilized for choosing effective 

biomarkers, which exhibit MCI or AD considered from 

ADNI (Alzheimer’s-disease: Neuroimaging-Initiative) 

database. Besides, scans MRI have been preprocessed 

after considering from database. Selection of feature 

incorporates thickness & volumetric measurements. 

Also, lists of optimum features have been attained from 

algorithm PSO as in [39]. Also, Gaussian NB, KNN, SVM 

has been utilized for discriminating among subjects. 2-

phase classifier has been utilized where, in initial phase 

classifier GNB has been utilized for categorizing objects 

among NC, AD and MCI & in later phases KNN and SVM 

have been utilized for examining the object depending 

on initial performance [39]. In this, Image Retrieval 

based on control has been utilized to retrieve images 

from database.  

The work [40] projected a approach, where 

longitudinal investigation has been executed on MRI 

consecutively and has been required for designing and 

computing disease evolution within time for cause of 

more accurate-diagnosis. Actual process utilizes those 

morphological brain anomaly features and longitudinal 

variance in the MRI & classifier constructed for 

discriminating among diversified clusters. Brain images 

of MRI for 6 time-points, which has been for consecutive 

periods in 6 months, have been considered from 

database ADNI as in [40]. 

Later, learning of feature has been carried out 

by 3D-CNN. Also, CNN has been followed through 

pooling-layer & possess several approaches to pool like 

gathering mean-value orelse certain neuron sequence 

or maximal in this segment. However, to contribute 

characteristics, this 2 x 2 x 2 convolutional operation has 

been implemented such that linear integration has been 

researched for neurons pooling. 

Fully connected-layer is having neurons, which 

generate output for overall neurons in linear integration 

that have been considered from earlier layer & later has 

been transferred by non-linearity. Ultimately, for last 

completely linked, layer softmax has been mainly utilized 

and later finely tuned for BP (Back-Propagation) for 

estimating probability class as in [40]. Moreover, 

outcome of every node changes from 0-1, & overall 

nodes would be as 1. Ultimately, classification 

incorporates construction of deep-network incorporating 

3D RNN and CNN training model. Later, outcomes of the 

connective layers have been mapped directly by utilizing 

function softmax. Initial aspects that have trained by 3 

dimensional RNN and CNN network have been 

established & later only topmost fully aspects connective 

layer and layer softmax has been utilized to estimate 

have been adjusted such that longitude and dimensional 

features have been combined for diversified recognition.  

Initially, neuroimaging and MRI offer required 

data for classification of AD dementia and estimation as 

in [41]. The models ML, paired with information MRI 

might offer maximal diagnostic accuracy for ARCD (age-

related cognitive-decline) in the subjects of dementia as 

in [42]. Furthermore, it is been hypothesized that, ML 

supervised approaches produce features knowledge 

required for correlating sample data AD as in [43]. 

Further, it has been stated that, cross-validation couple, 

logistic regression might augment the AD estimation 

accuracy by amalgamation of speech as in [44]. The 

work [45] presents that, on other dimension, support-

vectors besides by feature reduction strategies have 

been capable of categorizing subjects of dementia with 
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an accuracy of 70%. Current study has been designed 

for identifying AD depending on MRI findings besides 

with the utilization of 4 ML approaches like NB, KNN, 

SVM and NN. 3 individual simulations have been 

designed for testing the approach, and performance 

model has been measured separately with specified 

characteristic information of MRI.  

For Alzheimer's disease (MCA-AD), Carmen 

Jiménez-mesa et al., [46] created the multiclass 

classification approach. This method maps the chosen 

features into a multiclass subspace using Partial-Least-

Squares after a pairwise t-test, and then uses a one-

against-one strategy with error correction output codes 

for categorization. A multi-class Alzheimer's disease 

diagnostic system was developed by Weiming Lin and 

colleagues [47] by utilizing linear discriminant analysis 

(LDA) to combine data from various modalities.  

 

These diagnostic techniques' accuracy is less 

than 70%, though. 

 

3. Methods and Materials 

The process flow of the approach of the 

proposed model has been discussed in the hierarchy of 

set of stages such as acquisition of MRIs of the brains of 

different subjects in the inputs of model, preprocessing, 

mining of the standard features, detecting optimal 

features, implementation of classifier using optimal 

features and performing the learning and testing 

process. The pictorial representation of the process can 

be found in Figure 1. 

The flow is denoting the training and testing 

phages of the proposed method. The detailed 

description of these training and testing phases are 

explored in following sections: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 1. The process flow of the PAIMC 
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3.1 Data Set 

Dataset consists of two files - Training and 

Testing both together have a total of 6400 MRI images 

of human brains each segregated into the severity of 

Alzheimer's. Magnetic resonance imaging (MRI) of the 

brain uses magnetic resonance imaging to produce high 

quality two-dimensional or three-dimensional images of 

the brain and brainstem without the use of ionizing 

radiation or radioactive tracers.  

 

3.2 Training Phase 

Primary effort the first step is preprocessing of 

the given input images. The preprocessing converts the 

given images into grey scale images. Then, partitions the 

resultant grey scale images into 4 groups such that the 

images labeled as Mild-Demented (MiD), Moderate-

Demented (MoD), Non-Demented (NoD), Very-Mild-

Demented (vMiD). These images of four classes are 

further given as input to training phase. The next step of 

the proposal performs the feature extraction process. 

Here it extracts the entropy, GLSM, texture, fractal 

dimensions, LBP, and morphological features. Then the 

proposal discovers the optimal features, in this segment 

find the features having diversified value for four classes 

records using diversity assessment metric(s). A feature 

is said to be optimal, if the feature values of the 

corresponding feature under four classes MiD, MoD, 

NoD, and vMiD   are distinct. Further, it performs 

predictive analysis for discovering the Incidence of the 

Alzheimer’s and it’s class for the specified test record. In 

the below description, for the flow diagram, each block 

is described. Training phase consists of preprocessing, 

Feature extraction, Feature selection and labeling and 

feature classification. 

 

3.2.1. Pre-processing 

The basic objective of this step is to improve the 

classification accuracy of MRIs of the brains of different 

subjects by removing noise, eliminating artefacts which 

are incorporated during slide preparation and imaging. 

The main operations used to perform pre-processing are 

RGB to grey conversion, contrast and brightness 

improvement, noise removal. 

The image preprocessing includes the following 

tasks:   

(i) Removes the MRI images that are not 

competent to collect the features or not having 

any of the labels representing the classes MiD, 

MoD, NoD, and vMiD .  

(ii) Performs the image processing that converts 

the given Magnetic resonance imaging to grey 

scale format.  

(iii) Partitions the given records in to four classes 

having records labeled as MiD, MoD, NoD, and 

vMiD in respective order. 

3.2.1.1 RGB to Grey Conversion 

The RGB to grey-scale conversion is the 

optional step in preprocessing which converts acquired 

RGB Magnetic resonance imaging of the brains of 

different subjects into grey scale images by using 

Principle Component Analysis (PCA). It is a standard 

linear technique, which reduces the dimensions of 3- 

channel RGB Magnetic resonance imaging data (if 

exists) by transforming it into a single channel data. By 

the use of "Linear Least Square" method, the highest 

contrast in greyscale could be developed. The color 

coordinates of RGB are utilized for evaluating the RBC 

primary color axis and suitable regression line could be 

formed through a PCA-regression, which lessens 

distance among axis line and point, which are impacted 

by parasite effected image cell in regression-space. The 

input RGB image and output grey-scale images are 

represented in Figure 2 (a) and Figure 2 (b) respectively. 

Hence, PCA is an effective method for converting the 

Magnetic resonance imaging of RGB into greyscale. 

The variation angles are represented as g, b and 

r, are obtained first, then their cosine values are 

computed and their first and consecutively, here, into 

grey-scale values. Eq 1, is used for collecting regression 

weights.  

∧ (𝑥𝑤, 𝑦𝑤, 𝑧𝑤) =
1

√𝑥𝑤2+𝑦𝑤2+𝑧𝑤2
∑ (𝑥𝑤𝑟𝑘 + 𝑦𝑤𝑔𝑘 +
|𝑃𝑐|
𝑖=0

𝑧𝑤𝑏𝑘)   ...(Eq  1) 

Where 𝑥𝑤, 𝑦𝑤, 𝑧𝑤  are the minimum weights 

assigned to𝑟, 𝑔, 𝑏respectively. 

 |𝑃𝑐| is the pixel count of the image  

𝑣𝑟𝑘 , 𝑣𝑔𝑘 , 𝑣𝑏𝑘  indicates the values of red, green, 

and blue components for 𝑘𝑡ℎpixel. 

𝑎𝑔𝑟(𝑥𝑤, 𝑦𝑤, 𝑧𝑤) = ∑ ((𝑥𝑤 ∗ 𝑣𝑟𝑘) + (𝑦𝑤 ∗ 𝑣𝑔𝑘) + (𝑧𝑤 ∗ 𝑣𝑏𝑘))
|𝑃𝑖𝑥|

𝑘=0  (a) 

𝑠𝑞𝑟𝑡(𝑥𝑤, 𝑦𝑤, 𝑧𝑤) = √(𝑥𝑤)2 + (𝑦𝑤)2 + (𝑧𝑤)2         (b) 

∧ (𝑥𝑤, 𝑦𝑤, 𝑧𝑤) = 𝑎𝑔𝑟(𝑥𝑤, 𝑦𝑤, 𝑧𝑤) ∗ 𝑠𝑞𝑟𝑡(𝑥𝑤, 𝑦𝑤, 𝑧𝑤)−1 

 

3.2.1.2. Contrast correction in illumination 

Grayscale images can have their contrast 

improved by applying gamma equalization. Image 

brightness is managed by gamma correction. Finding 

the ideal gamma value will improve the quality of the 

image. The image's contrast can be significantly 

improved by precisely estimating this value. There is a 

0.5 gamma value. 

Magnetic resonance imaging poor illumination is 

featured to a diverse range of circumstances. 

Nevertheless, detecting the demented Magnetic 

Resonance Imaging, which are continuing in dull 

contrast, could be the important confine. Therefore, the 

importance of enhancing the levels of contrast is the 

main step in the segmentation procedure. 
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For enhancing the image of grey scale contrast 

level 𝑏(𝑚, 𝑛)  the method termed as GE (gamma 

equalization) [48], [49] is modified as represented in 

below equation (see Eq 2): 

𝑏(𝑚, 𝑛) = 𝛾𝑚𝑛 |
(𝛾(𝑚,𝑛)−𝛾𝑚𝑛

𝜏
𝑚𝑖𝑛

(𝛾𝑚𝑛𝑚𝑛
𝜏
𝑚𝑖𝑛𝑚𝑎𝑥||

|
𝑚𝑎𝑥

  .(Eq  2) 

Under the threshold levels of gamma is 0.5, the 

contrast image aimed at greyscale input is depicted in 

Figure 3. 

 

3.2.1.3 Noise Tumbling 

The Noise patters of MRIs of the brains of 

different subjects are removed by the median filter which 

is in the form of impulse noise by preserving edges and 

without blurring. Other common types of noise are 

Pepper & Salt, and splendid imposed patterns affect the 

MIBS are shown in Figure 4.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2.1.4 Detecting the Pattern Noise Spectral Peaks 

This section explores about the pattern noise 

spectral peaks. Impulse noise from Fourier  amplitude 

spectrum can be detected by median filter. The distinct 

filtering procedure is implemented towards any noise 

from the "Fourier amplitude spectrum" in specified image 

utilizing (Eq 3). 

𝐿(𝑠𝑎, 𝑠𝑏) = ∑ ∑ (𝑙(𝑚, 𝑛)𝛾
2𝜋((𝑠𝑎𝑚/𝑅1)+((𝑠𝑏𝑛)/𝑆1)))

𝑅1−1
𝑛=0

𝑆1−1
𝑚=0

 (Eq  3) 

The notation𝑙(𝑚, 𝑛)denotes the image size 𝑅1 ×

𝑆1 . The spectral amplitude 

(𝑠𝑎, 𝑠𝑏)𝑡ℎcoefficients𝐿(𝑠𝑎, 𝑠𝑏). 

The peaks could be seen as optimistic spots in 

the spectral amplitude, identical to the impulses in visual  

Circumstances. Further phase performs the 

detection of spectral peak in “Fourier amplitude 

spectrum”. 

 

 

Class⇓ RGB Image⇓ Greyscale Image⇓ 

Mild demented (MiD) 

 

 

Moderate Demented 

(MoD) 

 

 

No Demented (NoD) 

  

Very Mild Demented 

(vMiD) 

  

Figure 2. RGB to Grey conversion outcomes 
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Label Original 
Contrast Adjusted Gamma Equalization 

output image(𝜏 = 0.5) 

MiD 

  

MoD 

  

NoD 

  

vMiD 

  
 

 

Class⇓ Image with noise⇓ filtered Image⇓ 

Mild demented (MiD) 

  

Moderate Demented (MoD) 

  

No Demented (NoD) 

  

Very Mild Demented (vMiD) 

  
 

 

Figure 3. Imagery of Gamma Equalization procedure 

Figure 4. Gaussian and Median Filtering 
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Label Contrast adjusted Image 
Edge Detected using canny spatial 

high pass filtering 

MiD 

  

MoD 

  

NoD 

  

vMiD 

  

 

 

3.2.1.5 Edge detection 

Magnetic Resonance Imaging edges are 

determined by using canny spatial high pass filtering. 

Canny edge detector is based on first derivative coupled 

with noise cleaning and retains the continuous borders 

in an effective way. 

As Magnetic Resonance Image affected area 

appears dark, the borders & edges associated with that 

dark area are highlighted in Figure 5 

 

3.2.1.6 Morphological operations 

The Magnetic Resonance Imaging comprise 

covered areas and eradication of such areas performed 

by using “morphological binary destruction operation” is 

explored in this section.  

Further, demented Magnetic Resonance 

Imaging in clustering procedure contains covered region 

suspended on the demented-Magnetic Resonance 

Imaging & such excess area or regions requisite to be 

eradicated. Such a procedure can be performed by 

concentrating on the "morphological binary destruction 

operation [49]”. Moreover, the 𝑠(𝑚, 𝑛)  structuring 

element is utilized for destructing binary image𝑏(𝑚, 𝑛), 

which delivers a resulting binary image𝑟(𝑚, 𝑛). In (Eq 4), 

the destruction is conducted as discussed in the 

following. 

𝑟(𝑚, 𝑛) = {𝑏(𝑚, 𝑛) ∧ 𝑏(𝑚
1
, 𝑛
1
)∃𝑏(𝑚

1
, 𝑛
1
) ∈

𝑠(𝑚, 𝑛)}  (Eq  4) 

For detecting the STREL optimal size, the tests 

are carried out on 3 × 3,5 × 5𝑎𝑛𝑑7 × 7  STREL square 

particles & it is vital that3 × 3 are optimal.  

 

3.3 Features Extraction 

This section covers the process of extracting 

features from grayscale images to differentiate between 

demented and non-demented magnetic resonance 

imaging. Among the characteristic values that need to be 

determined in this critical step are entropy, texture 

measures, fractal dimensions, Local Binary Patterns 

(LBP), morphological attributes, and Gray Level Co-

occurrence Matrix (GLCM). Conditions like malaria can 

be distinguished by morphological and textural 

characteristics. The morphology, texture, and specific 

intensity features of an MRI reveal changes caused by 

malaria parasites. 51 features are used in our analysis: 

6 LBP-related, 1 fractal dimension, 5 entropy-based, 19 

GLCM-derived, 11 texture-specific, and 9 morphological. 

 

3.3.1 Entropy Features 

Entropy measures randomness to characterize 

the textural properties of images. High entropy is 

indicated by uniform co-occurrence matrix entries. By 

reflecting texture image uncertainty, entropy helps MRI 

differentiate between normal and demented states. Five 

Figure 5. Edge identification using Canny Edge detection method 



Vol 6 Iss 3 Year 2024      P. Radhika Raju & A. Ananda Rao /2024 

 Int. Res. J. Multidiscip. Technovation, 6(3) (2024) 186-204 | 194 

entropy measures are evaluated in sources [50] and 

[51]. 

 

3.3.2 GLCM Features 

Through capturing the frequency of co-occurring 

pixel values at a given distance and direction, the GLCM 

displays variations in intensity. Contrast, correlation, and 

energy are among the nineteen GLCM features that are 

related to information and entropy variance. These 

features are important for texture analysis, as stated in 

references [52] to [54]. 

 

3.3.3. GLRLM Features 

To assess textural patterns, the Grey Level Run 

Length Matrix (GLRLM) quantifies the runs of pixels with 

the same grey level in a given direction. To comprehend 

the granular structure of the grey-scale image, the 

GLRLM takes into account runs of pixels with uniform 

grey levels. Eleven texture features are produced by this 

matrix, ranging from SRE and LRE [54-56]. 

 

3.3.4 Fractal Dimensions 

Fractal dimensions measure image surface 

roughness. In order to identify textural differences on 

demented MRIs, the fractal dimension method 

transforms a 2D image into a 3D structure. The box 

counting method is one of the fractal analysis algorithms 

used to identify these textural variations [57-59]. 

 

3.3.5 Local Binary Patterns 

LBP is used in feature extraction to combine 

structural and statistical texture assessment with local 

image contrasts. In LBP, capturing texture through 

textons, circular neighborhoods and bilinear 

interpolation are used. [60, 61] discuss Volume-LBP 

computation and Local Phase Quantization (LPQ). 

The number of pixels in an MRI image, I, within 

a radius R is known as P_ix in mathematics. To find a 

binary value, the central pixel, p_c, is compared to each 

of its surrounding pixels, p_i. 

 

3.3.6 Morphological Features 

Last morphological features analysis looks at 

the shape of the MRI. Examined are nine features, 

including invariant moments that aid in the identification 

of MRI anomalies. These features are crucial for 

differentiating demented MRIs from non-demented ones 

in terms of size and shape, according to [49-63]. 

 

3.4 Feature Selection 

In this step, features are selected with the help 

of distribution diversity assessment method call t-test. 

The T-test, which is Conventional approach, has used to 

scale the diversity of the feature vectors𝑓𝑣+
𝑖 , 𝑓𝑣−

𝑖 . In lines 

with the advocated efficacy of T-test [64] for assessing 

the diversity, depicting the values of distinct sets with 

similar distribution, in terms of its divergent or being 

variant.  

In [65-66], the authors of the studies have 

discussed the scope and equation of t-test for verifying 

the diversity among the features to be used with distinct 

labelling. The (Eq5) mentioned below is applied for the 

assessment.  

𝑡 − 𝑠𝑐𝑜𝑟𝑒 =
(𝑀𝑓𝑣+

𝑖 −𝑀𝑓𝑣−
𝑖 )

√∑ (𝑒𝑖−𝑀𝑓𝑣+
𝑖 )
2|𝑓𝑣+

𝑖 |

𝑗=1

|𝑓𝑣+
𝑖 |−1

+
∑ (𝑒𝑗−𝑀𝑓𝑣−

𝑖 )
2|𝑓𝑣−

𝑖 |

𝑗=1

|𝑓𝑣−
𝑖 |−1

 (Eq  5) 

 The notations𝑀𝑓𝑣+
𝑖 , 𝑀𝑓𝑣−

𝑖  signifies mean of the 

feature vectors 𝑓𝑣+
𝑖 , 𝑓𝑣−

𝑖 in respective order. 

These feature vectors signify the probable value 

of features of positive and negative labels under 

one of the available dimensions.  

The notations𝑒𝑖 , 𝑒𝑗indicate the values imperative 

in the feature vectors 𝑓𝑣+
𝑖 , 𝑓𝑣−

𝑖 of relevant 

sizes|𝑓𝑣+
𝑖 |, |𝑓𝑣−

𝑖 |.  

The test refers to the outcome in terms of 

understanding the mean difference and the square root 

values pertaining to the cumulative of mean square 

distances. As discussed in [67], [68], the p-value for the 

t-table indicates potential values, and across the vectors 

the nature and feature for the vectors are imperative. 

Low probability in terms of p-value refers to the 

conditions wherein the two vectors are distinct, and it 

indicates the features for the vectors as potentially 

optimum. 

 

3.5 Ensemble Classification 

Classifier ensemble is performed using the 

following process. At every positive label cluster𝐶𝑙+𝑣𝑒
𝑖 , 

identify the negative label cluster 𝐶𝑙−𝑣𝑒
𝑗

wherein the 

features quality dimensions are matching to higher 

proposition. Random forest has to be built from both 

clusters, so that every dimension depicts the classifier, 

where each classifier divides further as per the 

information gain perceived from optimal features 

patterns of corresponding dimension. Resemblance 

amongst positive and negative label clusters 

𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
is predicted by any measures of similarity 

such as Jaccard similarity [69-71] which implemented on 

every dimension feature. Also, more appropriate 

features patterns of each corresponding 

cluster𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
 have been determined and portrayed 

below: 

Optimum features integral to the positive and 

negative label clusters 𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
 available has to 

garner unique set which is more significant to determine 

cumulative subsets of count 2𝑛 -1. Representation n 

indicates the unique set of cardinalities𝑣𝑑𝑚.  

Also, the subsets derived from vector 𝑣𝑑𝑚 is 

transpired as a set𝑃𝑑𝑚 , which is used for developing 
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appropriate random forest classifier which constitutes 

the clusters𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
. In furtherance, procedure traces 

the pattern information using the following steps.  

Procedure for detection of the pattern 

information gain {𝑝∃𝑝 ∈ 𝑃𝑑𝑚{}}is profoundly associated 

to the conditions of positive and negative clusters 

𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
 in the following way: 

Entropy 𝑒𝑛𝑡𝑟𝑖
𝑗

refers obscurity in threshold 

amongst clusters test records𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
  constituting 

positive and negative class test records in an order been 

assessed and stated in [72-74], wherein it explored in 

(Eq 6).  

𝑒𝑛𝑡𝑟𝑖
𝑗
= −(

|𝐶𝑙+𝑣𝑒
𝑖 |

|𝐶𝑙+𝑣𝑒
𝑖 |+|𝐶𝑙−𝑣𝑒

𝑗
|
𝑙𝑜𝑔2 (

|𝐶𝑙+𝑣𝑒
𝑖 |

|𝐶𝑙+𝑣𝑒
𝑖 |+|𝐶𝑙−𝑣𝑒

𝑗
|
) +

|𝐶𝑙−𝑣𝑒
𝑗

|

|𝐶𝑙+𝑣𝑒
𝑖 |+|𝐶𝑙−𝑣𝑒

𝑗
|
𝑙𝑜𝑔2 (

|𝐶𝑙−𝑣𝑒
𝑗

|

|𝐶𝑙+𝑣𝑒
𝑖 |+|𝐶𝑙−𝑣𝑒

𝑗
|
)
)    (Eq  6) 

∀

𝑘=1
|𝑃𝑑𝑚|

{𝑝𝑘∃𝑝𝑘 ∈ 𝑃𝑑𝑚}For each pattern Begin, 

When a probability of pattern 𝑃 is zero for either 

of the clusters𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
representing labels positive 

and negative in respective order, then the entropy of the 

pattern 𝑃is zero (0). Hence, each of the definite pattern 

shall be distinct to both labels positive and negative.  

In the absence of such conditions, the entropy 

patterns are assessed in terms of positive and negative 

labels using the Eq 7 depicted below.  

𝑒𝑛𝑡𝑟(𝑝) = −

(

 
 
∑ {1∃𝑝∈𝑟𝑠𝑚∧𝑟𝑠𝑚∈𝐶𝑙+𝑣𝑒

𝑖 }
|𝐶𝑙+𝑒
𝑖 |

𝑚=1

|𝐶𝑙+𝑣𝑒
𝑖 |

𝑙𝑜𝑔2
∑ {1∃𝑝∈𝑟𝑠𝑚∧𝑟𝑠𝑚∈𝐶𝑙+𝑣𝑒

𝑖 }
|𝐶𝑙+𝑣𝑒
𝑖 |

𝑚=1

|𝐶𝑙+𝑣𝑒
𝑖 |

+

∑ {1∃𝑝∈𝑟𝑠𝑛∧𝑟𝑠𝑛∈𝐶𝑙−𝑣𝑒
𝑗

}
|𝐶𝑙−𝑣𝑒
𝑗

|

𝑛=1

|𝐶𝑙−𝑣𝑒
𝑗

|
𝑙𝑜𝑔2

∑ {1∃𝑝∈𝑟𝑠𝑛∧𝑟𝑠𝑛∈𝐶𝑙−𝑣𝑒
𝑗

}
|𝐶𝑙−𝑣𝑒
𝑗

|

𝑛=1

|𝐶𝑙−𝑣𝑒
𝑗

| )

 
 

        

(Eq  7) 

// the entropy of the pattern 

End Also, information gain  𝑖𝑛𝑓𝐺(𝑝) of pattern  

𝑝𝑘   regarding cluster  𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
  is assessed in the 

following,  

𝑖𝑛𝑓𝐺(𝑝𝑘)

= 𝑒𝑛𝑡𝑟𝑖
𝑗

− 𝑒𝑛𝑡𝑟(𝑝𝑘) 

// the difference between the 

entropy of patterns and it’s 

corresponding dimension 𝑑𝑚  

End 

 

3.5.1 Information Gain based Feature Hierarchy 

Patterns of the features of the 

dimension 𝑑𝑚 signified with the notation 𝑃𝑑𝑚 . The 

patterns stated by notation𝑃𝑑𝑚 shall be partitioned as 

sets𝑃
𝑑𝑚

𝑜𝑑𝑚
±𝑣𝑒

. Set𝑃𝑑𝑚
𝑜 constitutes patterns towards reducing 

sequence size of their information-gain, constitute 

entropy 0. Set 𝑃𝑑𝑚
±𝑣𝑒 constitutes patterns for reducing 

sequence of their information-gain, where in entropy with 

more than 0 and is used for identifying classifier 

hierarchy. The fundamental pattern of information gain 

order is based on the max to min form which is placed in 

distinct kind of classifier hierarchy pattern discussed 

below.  

Every pattern {𝑝𝑖∃𝑝𝑖 ∈ 𝑃𝑑𝑚
±𝑣𝑒{}} of positive or 

negative label set 𝑃𝑑𝑚
±𝑣𝑒  wherein higher or alike 

information gain compared to the pattern 𝑃𝑖 information 

shall be maintained at the hierarchy level. Higher or 

similar information gain in comparison with pattern 

information gain is managed to the hierarchy.  

Also, the patterns are pruned and managed to 

its hierarchy levels, and such processes are repeated in 

terms of addressing the levels of remaining patterns over 

the classifier hierarchy. Further, the patterns of the 

leftover set 𝑃𝑑𝑚
𝑜  shall be placed as leaves in classifier 

hierarchy.  

Post observation of the patterns in classifier 

hierarchy, nodes in the levels of hierarchy are mapped 

to the child nodes at predecessor levels of the nodes, 

and the mapping could be to one or more nodes at the 

predecessor levels.  

Also, at every cluster level pair𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
, the 

random forest needs has to be integral in terms of 

random forest ensemble classifier which can be 

significant for distinct features as classifiers, and the 

conditions as discussed below. 

 

3.5.2 Ensemble Learning 

Random Forest 𝑡𝑟 is constructed for every pair 

of clusters both positive and negative 𝐶𝑙+𝑣𝑒
𝑖 , 𝐶𝑙−𝑣𝑒

𝑗
 

respectively.  

The patterns discovered in terms of appropriate 

features wherein it placed in distinct hierarchy levels in 

lines with information gain.  

 

3.5.2.1 The fitness function of the ensemble 

classification   

To a chosen specified test record 𝑟𝑠 predicting 

class label are detailed below,    

In the fundamental stage, the pre-processing is 

performed, and it gathers the features.  

The primary stage performs pre-processing and 

gathers the features.  

It denotes the cumulative feature subsets that 

are associated to the conditions of 𝑑𝑚attained from the 

test record 𝑟𝑠 

For every Classifier{𝑐𝑙∃𝑐𝑙 ∈ 𝐶𝑙}parallel,  

∀

𝑖=1
|𝐶𝑙|

{𝑐𝑙𝑖∃𝑐𝑙𝑖 ∈ 𝐶𝑙}  Begin, //For each classifier 𝑐𝑙𝑖 

find the fitness of the features, 

 Count 𝑝𝑡𝑐𝑐𝑙𝑖
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑁𝑜𝐷,𝑣𝑀𝑖𝐷

the possible paths 

from root to leaf nodes  
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 Out of all possible paths𝑝𝑡𝑐𝑐𝑙𝑖
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

, count 

the paths signifying 𝑀𝑖𝐷,𝑀𝑜𝐷,𝑁𝑜𝐷, 𝑎𝑛𝑑𝑣𝑀𝑖𝐷 

labels 

  test record that denoted as 𝑝𝑡𝑐𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑐𝑙𝑖  

 Out of all possible paths𝑝𝑡𝑐𝑁𝑜𝐷
𝑐𝑙𝑖 , count the paths 

signifying NoD label 

  test record that denoted as 𝑝𝑡𝑐𝑁𝑜𝐷
𝑐𝑙𝑖  

 Determine 𝑀𝑖𝐷,𝑀𝑜𝐷, 𝑜𝑟𝑣𝑀𝑖𝐷  path 

probability𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑐𝑙𝑖  as follows: Eq 8 

𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑐𝑙𝑖 =

𝑝𝑡𝑐𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑑𝑚𝑘

∑ 𝑝𝑡𝑐𝑐𝑙𝑖
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷|𝐶𝑙|

𝑖=1

  (Eq  8) 

//ratio of paths 𝑝𝑡𝑐𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑐𝑙𝑖  those routing 

towards 𝑀𝑖𝐷,𝑀𝑜𝐷,𝑁𝑜𝐷, 𝑎𝑛𝑑𝑣𝑀𝑖𝐷  test record against 

total number of paths𝑝𝑡𝑐𝑐𝑙𝑖
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑁𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

 

 Determine the negative path 

probability𝑝𝑟𝑜𝑁𝑜𝐷
𝑐𝑙𝑖 as follows: Eq 9 

𝑝𝑟𝑜𝑁𝑜𝐷
𝑐𝑙𝑖 =

𝑝𝑡𝑐𝑁𝑜𝐷
𝑐𝑙𝑖

∑ 𝑝𝑡𝑐𝑐𝑙𝑖
𝑁𝑜𝐷|𝐶𝑙|

𝑖=1

 (Eq  9) 

//ratio of paths 𝑝𝑡𝑐𝑁𝑜𝐷
𝑐𝑙𝑖  those routing towards 

negative test record against total number of paths 

 Determining the feature entropy 

𝑒𝑛𝑡𝑟𝑐𝑙𝑖
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

format of classifier 𝑡𝑟  as 

exhibited in (Eq 10): 

𝑒𝑛𝑡𝑟𝑐𝑙𝑖
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷 = −(𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

𝑐𝑙𝑖 𝑙𝑜𝑔2(𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑐𝑙𝑖 ) +

𝑝𝑟𝑜𝑁𝑜𝐷
𝑐𝑙𝑖 𝑙𝑜𝑔2(𝑝𝑟𝑜𝑁𝑜𝐷

𝑐𝑙𝑖 ))   (Eq  10) 

 Executing the search must be managed for 

branch referring to the specified feature dim 

format in terms of potential paths based on 

root having mapped leaf.  

 Executing the search on branch portraying 

the stated feature dimension for 

ascertaining the probable paths between 

root nodes to leaf nodes.  

 Executing the label’s 

𝑀𝑖𝐷,𝑀𝑜𝐷,𝑁𝑜𝐷, 𝑎𝑛𝑑𝑣𝑀𝑖𝐷  paths count of 

mapping the 𝑀𝑖𝐷,𝑀𝑜𝐷,𝑁𝑜𝐷, 𝑎𝑛𝑑𝑣𝑀𝑖𝐷 

labels test record as  

𝑝𝑡𝑐𝑀𝑖𝐷 , 𝑝𝑡𝑐𝑀𝑜𝐷 , 𝑎𝑛𝑑𝑝𝑡𝑐𝑣𝑀𝑖𝐷 

 Executing the path 

probability 𝑝𝑟𝑜𝑀𝑖𝐷
𝑟 , 𝑝𝑟𝑜𝑀𝑜𝐷

𝑟 , 𝑝𝑟𝑜𝑣𝑀𝑖𝐷
𝑟 for 

constituting leaf nodes, wherein in labels are 

denoted as demented as shown in (Eq 11). 

𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟 =

𝑝𝑡𝑐𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟

∑ (𝑝𝑡𝑐
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

𝑐𝑙𝑖 )
|𝐶𝑙|
𝑖=1

 (Eq  11) 

 Tracing the paths count resulting in attaining 

leaf node indicating the negative label test 

record as 𝑝𝑡𝑐𝑀𝑖𝐷 , 𝑝𝑡𝑐𝑀𝑜𝐷 , 𝑎𝑛𝑑𝑝𝑡𝑐𝑣𝑀𝑖𝐷 

 Tracing the path possibility 

𝑝𝑡𝑐𝑀𝑖𝐷
𝑟 , 𝑝𝑡𝑐𝑀𝑜𝐷

𝑟 , 𝑎𝑛𝑑𝑝𝑡𝑐𝑣𝑀𝑖𝐷
𝑟  to attain leaf 

nodes termed for NoD label as shown in 

following Eq 12. 

𝑝𝑟𝑜𝑁𝑜𝐷
𝑟 =

𝑝𝑡𝑐𝑁𝑜𝑑
𝑟

∑ {𝑝𝑡𝑐𝑁𝑜𝐷
𝑐𝑙𝑖 }

|𝐶𝑙|
𝑖=1

  (Eq  12) 

 Tracing entropy 𝑒𝑛𝑡𝑟𝑟𝑠
𝑑𝑚  of chosen test 

record 𝑟𝑠  wherein it leads to classifier 

𝑡𝑟from following in (Eq 13).  

𝑒𝑛𝑡𝑟𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟 = −(𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

𝑟 𝑙𝑜𝑔2(𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟 ) +

𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟 𝑙𝑜𝑔2(𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

𝑟 ) + 𝑝𝑟𝑜𝑁𝑜𝐷
𝑟 𝑙𝑜𝑔2(𝑝𝑟𝑜𝑁𝑜𝐷

𝑟 ))  

(Eq  13) 

The entropy𝑒𝑛𝑡𝑟𝑟
𝑐𝑙𝑖set to be 0, if and only if one 

among the counters 𝑝𝑡𝑐𝑀𝑖𝐷
𝑟 , 𝑝𝑡𝑐𝑀𝑜𝐷

𝑟 , 𝑎𝑛𝑑𝑝𝑡𝑐𝑣𝑀𝑖𝐷
𝑟  is 0,  

Assessing information gain 𝑖𝑛𝑓𝐺𝑟
𝑐𝑙𝑖 toward 

features of labels and classifier 𝑐𝑙𝑖  under stated 

classifier𝑐𝑙𝑖as follows Eq 14 

𝑖𝑛𝑓𝐺𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑐𝑙𝑖 = 𝑒𝑛𝑡𝑟𝑐𝑙𝑖

𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷 − 𝑒𝑛𝑡𝑟𝑟
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷      

(Eq  14) 

If the information gain𝑖𝑛𝑓𝐺𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑐𝑙𝑖 towards 

test record 𝑟is identical to dimension entropy𝑒𝑛𝑡𝑟𝑡𝑟
𝑑𝑚𝑘of 

the corresponding classifier𝑡𝑟, 

If probability of the path𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟  of the 

one of the demented 𝑀𝑖𝐷,𝑀𝑜𝐷, 𝑜𝑟𝑣𝑀𝑖𝐷leaf nodes and 

root node of the corresponding classifier𝑐𝑙exists in the 

context of test record𝑟, the demented𝑀𝑖𝐷,𝑀𝑜𝐷, 𝑜𝑟𝑣𝑀𝑖𝐷 

fitness of the test record𝑟shall be one, and the negative 

fitness of the test record𝑟shall be zero. Else if, positive 

probability of the path 𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟 is zero, the 

negative fitness of the corresponding𝑟shall be one. 

Otherwise, if the information 

gain𝑖𝑛𝑓𝐺𝑐𝑙𝑖
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

of the test record𝑟𝑠 is small that 

compared to Label 𝑀𝑖𝐷,𝑀𝑜𝐷, 𝑜𝑟𝑣𝑀𝑖𝐷 

entropy𝑒𝑛𝑡𝑟𝑐𝑙𝑖
𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

 of the classifier 𝑐𝑙𝑖 , then the 

fitness of the corresponding test record𝑟fitness of both 

labels positive and negative are 
𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷

𝑟

( 𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟 +𝑝𝑟𝑜𝑁𝑜𝐷

𝑟 )
,

𝑝𝑟𝑜𝑁𝑜𝐷
𝑟

( 𝑝𝑟𝑜𝑀𝑖𝐷,𝑀𝑜𝐷,𝑜𝑟𝑣𝑀𝑖𝐷
𝑟 +𝑝𝑟𝑜𝑁𝑜𝐷

𝑟 )
 in 

respective order.  

Total fitness feature format level for the specified 

test record 𝑟𝑠  towards handling the negative and 

positive labels, wherein in inferior bound fitness at 

specific label results in feature format, and accordingly 

the random forest classifiers are developed to execute 

ensemble-classification. The outcome from the process 

remains an absolute variance for average fitness and 

resulting label of MSE.  
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Also, the label shall be categorized to chosen 

test record based on the cumulative fitness perceived in 

terms of handling Mild Dement, Moderate Dement, very 

Mild Dement and No Dement labels result in format 

feature aggregation. The label is allocated to specific set 

of test records wherein the higher value of aggregate is 

integral to managing the fitness of feature format. 

 

4. Experimental Study 

In this empirical study, the projected approach 

Predict Alzheimer’s Incidence as Multiple Classes 

(PAIMC) performance has been compared with other 

existing approaches MCA-AD and ADMD have been 

measured by utilizing metrics called accuracy, 

sensitivity, precision and F-measure over the 4 folds [46, 

47].

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Graphical representation of comparison of proposed model PAIMC and contemporary model’s 

ADMD and MCA-AD in terms of metric precision over four folds. 

Figure 7. Graph showing metric sensitivity of PAIMC compared to ADMD and MCA-AD with regard to four-

fold cross validation. 
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In figure 6, the performance of the projected 

approach PAIMC and existing approach MCA-AD and 

ADMD have been compared by using the metric 

precision at different labels called No dement, Mild 

dement, Moderate dement and severe dement over the 

four folds. It has been envisioned from above statistics 

that, the performance of the projected model PAIMC 

performs much more superior at all the labels when 

compared to existing models. 

In figure 7, the performance of the projected 

approach PAIMC and existing approach MCA-AD and 

ADMD have been compared by using the metric 

sensitivity at different labels called No dement, Mild 

dement, Moderate dement and severe dement over the 

four folds. It has been envisioned from above statistics 

that, the performance of the projected model PAIMC 

performs much more superior at all the labels when 

compared to existing models. 

Figure 8. Specificity observed for the proposed and models chosen for comparison 

Figure 9. Graph showing metric f-score of PAIMC compared to ADMD and MCA-AD with regard to four-fold 

cross validation. 
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The ratio determined for real negatives among 

the total number of actual negatives taken into account 

is one of the essential measurements, and it is 

highlighted in Figure 8 with a focus on specificity factors. 

The suggested model, PAIMC, performs better than the 

other two important models, MCA-AD and ADMD, when 

compared to the test dataset, as seen in the graphical 

depiction of performance according to the criteria. 

In figure 9, the performance of the projected 

approach PAIMC and existing approach MCA-AD and 

ADMD have been compared by using the metric F-

measure at different labels called No dement, Mild 

dement, Moderate dement and severe dement over the 

four folds. It has been envisioned from above statistics 

that, the performance of the projected model PAIMC 

performs much more superior at all the labels when 

compared to existing models. 

In figure 10, the performance of the projected 

approach PAIMC and existing approach MCA-AD and 

ADMD have been compared by using the metric 

Accuracy at different labels called No dement, Mild 

dement, Moderate dement and severe dement over the 

four folds. It has been envisioned from above statistics 

that, the performance of the projected model PAIMC 

performs much more superior at all the labels when 

compared to existing models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. Graphical representation of comparison of proposed model PAIMC and contemporary 

model’s ADMD and MCA-AD in terms of metric Accuracy over four folds. 

Figure 11. Graph showing micro values of all metrics of PAIMC compared to ADMD and MCA-AD with 

regard to four-fold cross validation. 
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Figure 11 illustrates the metrics for the predicted 

model PAIMC and the current models MCA-AD and 

ADMD through the four folds. These metrics include 

precision, F-score, decision accuracy, and sensitivity. 

The proposed model is expected to outperform existing 

metrics in every statistic when compared to them. 

 

5. Conclusion 

This manuscript has demonstrated an ensemble 

classification model adept at distinguishing between 

various stages of Alzheimer's disease—mild dementia, 

no dementia, moderate dementia, and very mild 

dementia—utilizing MRI data from diverse subjects. 

Through a rigorous four-fold multi-label cross-validation 

process, it has been established that our proposed 

model, PAIMC, surpasses the current benchmarks set 

by models such as ADMD and MCA-AD in terms of 

accuracy and reliability. 

Looking ahead, future research endeavors 

could focus on integrating evolutionary algorithms to 

further refine feature optimization, enhancing the 

model's ability to discern subtle differences between the 

disease stages. Additionally, the exploration of 

unsupervised learning techniques presents a promising 

avenue for dividing the training data more effectively, 

thereby addressing the challenge of high dimensionality 

in the data. This approach could lead to notable 

improvements in the ensemble model's decision 

accuracy. Furthermore, investigating the application of 

deep learning architectures may uncover patterns within 

the data that traditional machine learning methods might 

overlook, potentially leading to breakthroughs in early 

detection and classification of Alzheimer's disease. The 

incorporation of longitudinal study designs could also 

provide insights into the progression of the disease, 

enabling more dynamic and predictive modeling. These 

advancements could significantly contribute to the 

precision and utility of diagnostic tools, ultimately aiding 

in the development of personalized treatment plans and 

interventions for Alzheimer's disease. 
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