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Abstract: The rapid global spread of COVID-19 and RT-PCR tests are insensitive in early infection phases, according 

to hospitals. To find Covid-19, a fast, accurate test is needed. CT scans have shown diagnostic accuracy. CT scan 

processing using a deep learning architecture may improve illness diagnosis and treatment. A deep learning system 

for COVID-19 detection was derived using CT scan features. Using and comparing numerous transfer-learning 

models, fine-tuning, and the embedding process yielded the best infection diagnostic results. All models' diagnostic 

effectiveness was assessed using 2482 CT scan images. The optimized model demonstrated encouraging outcomes 

by significantly enhancing the sensitivity metric (86.26±1.72), a critical factor in accurately detecting COVID-19 

infection. Additionally, the resulting model demonstrated elevated values for accuracy (81.15±0.17), specificity 

(77.90±1.33), precision (76.79±0.80), F1_score (81.24±0.37), and AUC (81.88±0.2). Deep learning methodologies 

have been effectively employed to detect COVID-19 in chest CT scan images. In the future, the suggested approach 

may be employed by clinical practitioners to study, identify, and effectively mitigate a greater number of pandemics. 
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1. Introduction 

The World Health Organization (WHO) has 

classified the epidemic as a public health emergency of 

international concern [1]. There have been about 2.5 

million confirmed coronavirus cases in Iraq until October 

2023, with more than 25 thousand deaths, according to 

reports to the WHO. As of January 2020, Covid-19 has 

already spread to every corner of the globe. It is a 

leading cause of pneumonia and is easily spread from 

person to person [2]. According to data compiled by the 

WHO, the virus is responsible for a 2-3% fatality rate. To 

quickly identify and isolate infected individuals, it is 

crucial to do diagnostic tests using clinical symptoms 

and reverse-transcription polymerase chain reaction 

(RT-PCR). The sensitivity of the RT-PCR test may not 

be high enough to use it for early detection, however, as 

has been reported [3]. Computed tomography (CT) 

emerged as a noninvasive imaging method capable of 

identifying lung lesions linked to COVID-19 illness. 

Despite a positive finding on a chest CT scan, some 

patients' RT-PCR results came out negative. 

Inflammation and pneumonia in the lungs are often 

diagnosed through CT scans [4, 5]. Due to its superior 

categorization and feature extraction abilities, artificial 

intelligence (AI) based on machine learning (ML) and 

deep learning (DL) has achieved great success in the 

field of medical image interpretation [6]. The use of 

convolutional neural network (CNN) has increased in 

popularity for diagnosing pneumonia caused by viruses 

and distinguishing it from bacterial pneumonia in CT [7]. 

CNN is very effective in feature extraction, and it uses 

spatial filters to gather structural data. 

M. Rahimzadeh et al. (2021) [8] suggested an 

accurate and rapid automatic approach for identifying 

COVID-19 via the images of chest CT scans of a patient. 

They provided a special dataset of 48,260 CT scan 

images from 282 healthy individuals and 15,589 CT scan 

images from 95 patients with COVID-19 infections. They 

came up with a new design to boost the performance of 

CNN in classification tasks. when applied to images that 

included minute items of significance. The architecture 

combined the Xception and ResNet50V2 models with a 

new feature pyramid network tailored for classification 

on over 7996 test images, the model obtained 98.49% 

accuracy. G. Zazzaro et al. (2021) [9] presented an 

assessment of the effectiveness of an automated 

COVID-19 detection system using CT scans of the chest 

as input to a transfer learning algorithm. They used a 

freely accessible multiclass CT scan dataset of 4171 CT 

images from 210 distinct patients. Features were 

extracted using CNNs that had been pre-trained on the 

ImageNet dataset. The retrieved features from the CT 

images and the collection of characteristics were 

selected using the information Gain filter. The resultant 

feature vectors were then used to train a set of k nearest 

neighbor (KNN) classifiers using 10-fold cross-validation 

to see how well each CNN classifies its obtained 

features. Overall accuracy in classifying was 99.04%. 
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using the test set's 414 images, which made up 10% of 

the whole dataset. Just 4 images from the test set were 

incorrectly categorized. S. Gupt et al. (2021) [10] used 

the SARS-COV2 dataset to identify normal images in 

addition to COVID-19 images. CT scans were used to 

detect whether or not a patient had a positive result for 

the COVID-19 viral imaging patterns. After having their 

characteristics extracted by several DL models, these 

images from the dataset were then passed to a variety 

of ML classifiers so that they could be classified as either 

COVID-19 images or normal images. According to the 

data, the combination combined with the logistic 

regression classifier in the VGG19 model yields not only 

the greatest possible area under the curve (AUC) but 

also the highest possible accuracy of 94.5%. A. Ardakani 

et al. (2020) [11] offered a quick and reliable approach 

for diagnosing COVID-19 based on AI hundred and 

twenty (CT) slices from a total of 108 patients with 

laboratory-confirmed COVID-19 and 86 patients with 

other atypical and viral pneumonia diseases were 

included in the COVID19 group. Ten popular CNNs 

(VGG-19, AlexNet, VGG-16, SqueezeNet, GoogleNet, 

MobileNet-V2, ResNet-50, ResNet-18, ResNet-101, and 

Xception) were used to classify individuals as infected 

with COVID-19 or not. For overall performance, the best 

networks were Xception and ResNet-101. ResNet-101 

distinguished COVID-19 patients from non-COVID-19 

cases with an AUC of 0.994, a sensitivity of 100%, a 

specificity of 99.02%, and an accuracy of 99.51%. 100% 

sensitivity, 100% specificity, and 99.02% accuracy were 

achieved using Xception, yielding an AUC of 0.994. The 

radiologist achieved an AUC of 0.873, 89.21% 

sensitivity, 83.33% specificity, and 86.27% accuracy. S. 

Srete et al. (2021) [12] offered a technique for 

categorizing COVID-19 and typical CT volumes that 

makes use of AI. Using a DL model known as ResNet-

50, The proposed AI system makes COVID-19 

predictions on all CT images that make up a 3D CT scan. 

Finally, the AI technique utilizes imaging-level 

predictions to make a COVID-19 diagnosis in a 3D CT 

volume. Demonstrate that the suggested DL model 

achieves an AUC value of 96% when applied to the 

problem of detecting COVID-19 from CT images. S. 

Biswas et al. (2021) [13] developed a transfer learning 

and chest CT scan, and a prediction model for COVID-

19. Initially, COVID-19 was predicted by using three 

distinct DL models, namely VGG-16, ResNet50, and 

Xception. Every one of these variations is regarded as a 

regular option. After that, a strategy for integrating the 

pre-trained models that were described before was 

proposed to enhance the capability of the system as a 

whole to generate correct predictions. This was done to 

enhance the system, an alternative model is suggested 

to obtain an accuracy of classification of 98.79% when 

using the dataset of SARS-CoV-2 CT that is available to 

the general public. Moreover, the model has a high 

F1_score of 0.99%. The objective of this work is to 

develop and implement a reliable system for the 

detection and classification of COVID-19 using image 

processing and DL methods to achieve a high level of 

classification accuracy. The remainder of this research 

is broken down as follows: Section 2 details the 

methodology behind the DL framework. Section 3 

presents the dataset, including information and 

performance assessment indicators, and describes the 

conversations that ensued. Section 4 shows the results 

and discussion, while the conclusions are presented in 

Section 5. 

 

2. Materials and Methods 

2.1 VGG16 

The visual geometry group (VGG) of the 

university of Oxford's department of engineering science 

developed a DL model called VGG 16 for image 

classification. It contains over 144 million parameters 

and 16 layers (13 convolutional and 3 fully connected), 

and Figure. 1 shows the VGG16 model architecture. This 

increases the model's ability to capture localized 

characteristics that are unique to a certain class. Using 

tiny kernel sizes in the VGG architecture does not come 

without its downsides.  

 

 

 

Figure1. VGG16 model architecture 
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The number of trainable parameters in the VGG 

model rises due to the tiny size of the convolutions used 

therein. Additionally, it makes use of pooling layers in 

strategic locations to filter out superfluous characteristics 

and simplify the model [14]. 

 

2.2 Transfer Learning, Fine-Tuning, and 

Embedding 

Training and testing phases may leverage 

various domains, tasks, and/or data distributions via the 

use of ML techniques known as transfer learning (TL), 

inductive transfer, knowledge transfer, or learning to 

learn [15]. The goal of TL is to use the insights gained by 

analyzing one issue to the resolution of another, 

comparable but unique problem [16]. Since the size of 

most new datasets is not large enough to train an 

appropriate model from the start, this transferred 

information may be used in the new dataset. Different 

variables between the source and the target domains 

and tasks have led to the definition of three primary TL 

sub-areas [17]. The last step in a CNN's training process 

is to retrain the network's "brain" to detect new classes 

of objects for which it was not originally designed. A 

multi-stage procedure including Fine-tuning in Keras 

was employed in this study. Backpropagation's reverse 

pass is prevented from reaching the network's head by, 

first, freezing all layer's underneath it. Second, the 

network's terminal nodes are disconnected and replaced 

with fresh, initialized nodes. After all layer heads are 

linked, training may begin. The main advantage of the 

embedding approach is that it can construct complex 

patterns that are very robust to changes in distortion, 

occlusion, and lighting [18]. Furthermore, for limited 

datasets, this approach reduces training time and result 

variability Using embedding vectors to represent input 

CT images is another way to use the pre-trained CNN 

architectures. Conventional ML models are trained with 

the data after the feature vectors are created using 

techniques like random forest and support vector 

machine. This is accomplished by CNN by summing all 

attribute values in the final layer. Training times are 

shortened and outcomes are more consistent, even with 

modest data sets, thanks to this method [19]. 

 

2.3 Hyper-Parameter Tuning 

The performance of CNN is influenced by crucial 

characteristics known as hyper-parameters. These 

hyper-parameters include many elements such as the 

number of layers, learning rate, optimization approach, 

and activation functions. The purpose of this adjustment 

is to optimize the hyper-parameters of the model to get 

improved discriminatory abilities. In the present study, 

we conducted training The hyper-parameter tuning 

process for the five DL models resulted in the 

identification of the ideal configuration [20]. All 

individuals undergo a comprehensive training program 

to enhance their skills and abilities. On many occasions, 

the hyper-parameter values were altered to observe 

their impact. Initially, the models were updated by 

including a variety of trainable layers. Training a neural 

network requires fine-tuning a wide variety of 

parameters and hyperparameters. Examples include the 

learning rate, batch size, batch normalization, image 

resolution, data augmentation techniques, and so on. 

Tuning parameters is an iterative process that requires 

several trials to get a good outcome. The process of 

identifying optimal parameters for a given problem is 

itself an optimization problem. Therefore, several 

iterations and trials are performed during this process to 

find hyperparameters that provide passable results [21]. 

The concept of batch size pertains to the practice of 

partitioning data into batches prior to its transmission to 

the network. An alternative perspective is considering 

the quantity of training samples processed during a 

single forward/backward pass. An increase in batch size 

necessitates a corresponding increase in memory 

space. In the proposed system, the batch size is 

determined to be 32. This choice is motivated by the 

observation that lower batch sizes tend to expedite the 

training process of the network and need a lesser 

amount of memory resources. Moreover, if all samples 

are used simultaneously during propagation, the 

network parameters will undergo a single update.  

Various additional factors may be considered, 

depending on the context, such as the number of layers, 

the size of the lines that make up those layers, the layer 

capacity, the number of nodes (neurons), and so on. 

Incorrectly describing these parameters may lead to an 

overfitting or underfitting model, making the definition of 

the Hyperparameter one of the most critical issues 

confronting any researcher working in the area of neural 

network design. Overfitting or underfitting might occur if 

these settings are specified incorrectly. the behavior of 

the CNN model parameters is provided in the following 

sections [22]. The hyperparameter used in this work was 

as follows: The loss function is the cross-entropy of 

categories. With an initial learning rate of 0.001, with 

Adam serving as an optimizer, Dataset divided by 80% 

training and 20% testing, 100 epochs are the maximum 

allowed. The training data was divided into 32 batches.  

 

3. Dataset and Work Environment 

The Python programming language was used 

for this study. The Python library uses Keras, which is a 

no-cost, open-source Python library for DL that is 

compatible with TensorFlow. It also works with the 

Python scientific and numerical libraries NumPy and 

SciPy. We have implemented this by using Colab 

notebooks from Google via computer specifications: 

Processor: Intel(R) Core (TM) i5-8265U CPU @ 1.60 

GHz, RAM: 800 GB, 64-bit operating system. x64-based 

processor. Once a dataset has been collected, it must 

undergo pre-processing to conform to the requirements 

of the proposed model. The initial step in using images 

is the pre-processing stage when key image 
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characteristics are shown. Here, we discuss ways in 

which the initial CT datasets have been enhanced. 

These improvements may be used for a wide range of 

problems, such as expanding the dataset and 

addressing the problem of insufficient training data in 

COVID-19 images, decreasing noise, and assessing its 

impact on training deep CNN models [23]. In the last step 

of preprocessing, the raw dataset is subdivided into a 

smaller subset that will be used to train and test the 

proposed system [24]. In this work, the preprocessing 

used data augmentation, image normalization, and 

image resizing. The use of deep convolutional models in 

our work necessitates a substantial quantity of images 

for training to enhance performance while mitigating the 

risk of overfitting. However, the quantity of images inside 

our collection is inadequate. The system's robustness 

will increase in proportion to the diversity of the training 

data. Data augmentation was used to enlarge the 

quantity of training images as well as enhance the 

diversity among these images. Additionally, this aids in 

improving the accuracy of predictions and mitigating the 

issue of overfitting. To enhance the dataset, we used 

several transformation techniques, including rotation, 

flipping, shearing, and zooming. The rotation angle was 

randomly selected from a range of 0 to 30 degrees. The 

range of random zooming was between 90% and 110%.   

This present work introduces publicly available 

image datasets that contain CT images [25]. All of the 

data used in this article were taken directly from Kaggle's 

open data repository. They collected 2482 images of the 

first data set has a descriptive name: SARS-COV-2. All 

of the images are JPGs, with the largest being 534 x 341 

pixels and the smallest measuring 244 x 145 pixels. two 

evaluate DL representations on two sets to learn about 

the classification's generalizability and its efficacy in 

retrospective investigations using patient demographic 

data. Only axial CT volumes were taken into account for 

both patients. Here is a rundown of the data sets: SARS-

CoV-2 CT scan data set [26]. Over 4,173 thoracic CT 

slices, 210 patients are depicted. Eighty individuals were 

found to have SARS-CoV-2 infection (2,168 CT slices) 

and fifty were found to be virus-free (757 CT slices). 

Patients with various lung disorders were excluded from 

the study, making up the remaining 80 cases. The 

radiological findings were utilized to manually choose 

the most relevant CT slice for each CT volume to be 

used as input for DL. Patients' SARS-CoV-2 status was 

validated by RT-PCR testing, and the dataset was 

compiled from hospitals in Sao Paulo, Brazil. As a result, 

the automated patient categorization provided by DL 

models is probably skewed toward spotting cases that 

are also detected by the RT-PCR test. Since all of the 

radiological abnormalities found by the experts were on 

the most diagnostically relevant CT slice, we were able 

to eliminate this bias in our study. 

 

4. Architecture of Model and Evaluation 

Parameters 

The purpose of this research is to develop an 

automated system that makes use of a hybrid technique 

that combines DL, in the form of a CNN, and a ML 

algorithm, such as a support vector machine (SVM) and 

XGBoost. The chest CT scans of COVID-19 patients are 

going to be analyzed with the hope of precisely 

identifying people with the disease. To derive DL 

characteristics, the approach under consideration 

makes use of a CNN architecture. To be more specific, 

the CNN layers—not the fully linked layers—are the 

ones that are employed for feature extraction. After that, 

classification is carried out with the use of both ML 

classifiers and DL classifiers. The model's foundational 

layers are constructed at this step. The number of initial 

convolution layers is a key component of the design 

process. To extract the feature map and choose the best 

feature based on the pooling layer, numerous 

convolution and pooling layers would need to be applied 

to the (i, j) 300x300 input images. 

As a first step, we developed the recommended 

model. To find the best features to extract from the 

feature maps that emerged from the convolution layer, 

13 layers were used, including 6 convolutional layers, 6 

batch regularization layers, 6 activation function (ReLU) 

levels, and 5 max pooling layers. After passing through 

a series of layers such as convolution, batch 

normalization, nonlinear, and pooling, the data enters 

the FC stage, also known as the classification stage, 

when it is reduced to a single feature vector in one 

dimension (1D). the process of feature extraction will be 

conducted by DL techniques. Subsequently, for the 

classification task, the fully connected layers will be 

substituted with ML methods used in this research, 

namely SVM and XGBoost. and DL method Figure. 2 

provides an elucidation of the functioning of the hybrid 

model. 

AUC, accuracy, precision, sensitivity, and 

F1_score were used to compare the performance of 

several classifiers used in the SARS-COV-2 dataset's 

image classification. The percentage of successfully 

classified images as COVID-19 might be used as an 

indicator of how accurate the system is. Precision, in a 

similar vein, might be thought of as making correct 

forecasts about the whole [27]. The equations allow for 

the determination of these parameters. 

Accuracy =
TP+TN

TP+TN+FP+FN
        (1) 

sensitivity =
TP

TP+FN
     (2) 

Precision =
TP

TP+FP
    (3) 

F1_score = 2 ×
Precision×Recall

Precision+Recall
    (4) 

Specificity =
𝑇𝑁

𝑇𝑁+𝐹𝑃
    (5) 
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where, the abbreviations for True Positive, True 

Negative, False Positive, and False Negative are (TP), 

(TN), (FP), and (FN) respectively. 

 

5. Results and Discussion 

Here, we provide the findings from our effort to 

categorize lung types, as well as comparisons to 

previous studies in the field. The first model, the TL 

proposed model takes a CT scan image with dimensions 

of 224×224×3 as input to the output of the probabilistic 

results from the last layer of the network. The CNN 

performance is determined by the following performance 

metrics: accuracy, sensitivity, specificity, precision, 

F1_score, and AUC, as shown in Figure. 3. Then, the TL 

model achieved after calculating the confusion matrix on 

the testing set the results were respectively as follows: 

73.52±6.69, 58.58±2.75, 86.44±8.45, 80.25±4.24, 

64.86±1.52 and 72.5±7.87. The variations in the training 

loss function show the Adam algorithm's normal 

behavior. The VGG16 model was used by adding 

feature extraction Then making trainable layers false 

and including the top true after that removing the last 

layer Denes (1000) without a fully connected classifier / 

layers, and adding classifier Denes (2) to it by COVID 

and non-COVID as shown in Figure. 2. 

The second model (FT model) has modified the 

TL model, but after removing all classifier layers 

(including top is false). Then, we added a batch 

normalization layer, a Global average pooling layer, and 

three blocks: Dense layer (64), Dense Layer (128), and 

Dense (2), as shown in Figure. 2. Figure. 4 shows the 

training accuracy, validation accuracy, and loss 

retractions and ROC of the proposed CNN model trained 

on the CT scan dataset by using FT. The parameters 

were modified and a model was produced that gave a 

higher accuracy than the one implemented in TL; it was 

81.15±0. 17, and sensitivity, specificity, precision, 

F1_score, and AUC as:  86.26±1.72, 77.90±1.33, 

76.79±0.80, 81.24±0.37, 81.88±0.2, respectively. It 

indicates that the development that is made to the model 

gives good results. 

In the third model (embedding), the VGG16 

model was used as a feature extractor, as shown in 

Figure. 2. The model was built according to this method, 

making the trainable layer false, including tope false, 

adding a flattening layer, and sequentially adding the ML 

model. The ML model was implemented using two 

distinct algorithms. The first model used was XGbost, 

followed by the subsequent utilization of SVM. In both 

instances, the outcomes exhibited limited strength as 

compared to the use of prior methodologies, as shown 

in Figure. 5. The results show for the E_XGbost classifier 

that accuracy, sensitivity, specificity, precision, 

F1_score, and AUC were: 49.05±3.14, 49.04±6.37, 

49.06±1.47, 45.19±3.33, 47.00±4.69, and 50.32±5.29, 

respectively.  

 

Figure 2. The Architecture of the Training Model 
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Figure 3. TL model results using SARS-CoV-2: (a), accuracy (b) loss, and (c) ROC curve 

Figure 4. FT model results using SARS-CoV-2: (a), accuracy (b) loss, and (c) ROC curve 
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Table 2. Comparison with other studies 

Ref. Method accuracy sensitivity specificity precision F1_score AUC 

Rahimzadeh 

et al. [8] 

Xception 

ResNet50V2 

98.49 

96.55 

94.96 

98.02 
   

 

 

Gupt et al. 

[10] 

VGG19 

VGG16 

93.90 

94.20 

93.90 

94.20 
 

93.90 

94.20 

94.00 

94.20 

0.981 

0.982 

 

Ardakani et 

al. [11] 

 

VGG-19 

AlexNet, 

VGG-16 SqueezeNet 

GoogleNet, 

MobileNetV2 ResNet-

50, ResNet-18, ResNet-

101, Xception 

85.29 

79.92 

83.33 

82.84 

85.29 

92.16 

94.12 

91.91 

99.51 

99.02 

92.16 

89.21 

80.39 

87.43 

81.37 

97.06 

90.20 

95.87 

100 

98.04 

87.43 

68.63 

86.27 

87.25 

90.20 

87.25 

100 

88.23 

99.02 

100 

 

 

 

 

 

 

 

 

 

 

 

0.943 

0.890 

0.926 

0.899 

0.927 

0.982 

0.990 

0.975 

0.994 

0.994 

Biswas et al. 

[13] 

VGG-16, ResNet50 

Xception 

98.79 

95.17 

94.57 

98.39 

95.17 

94.57 

 

98.39 

95.17 

94.57 

98.39 

95.17 

94.57 

0.983 

0.951 

0.945 

Our 

model 

 

TL 

FT 

E_XGbost 

E_svm 

73.52±6.69 

81.15±0.17 

49.05±3.14 

50.30±1.88 

58.58±2.50 

86.26±1.72 

49.04±6.37 

57.82±4.75 

86.44±8.45 

77.90±1.33 

49.06±1.47 

43.82±4.54 

80.25±4.24 

76.79±0.80 

49.06±1.47 

46.99±1.69 

64.86±1.52 

81.24±0.37 

47.00±4.69 

51.79±2.53 

72.50±7.87 

81.88±0.2 

50.32±5.29 

50.82±1.88 

while the E_SVM classifiers were: 50.30±1.88, 

57.82±4.75, 43.82±4.54, 46.99±1.69, 51.79±2.53, and 

50.82±1.88, respectively. It is noticed from the 

embedding method that when DL and ML are combined, 

the execution speed of the model is higher, but the 

accuracy is lower compared to the TL and FT models. 

Table 1 shows the results for all of the metrics 

that were computed, including accuracy, sensitivity, 

specificity, F1-score, precision, and AUC. The findings 

demonstrated that the second approach (FT) obtained 

better results in comparison to those obtained using 

Table 1. Results for all methods 

method accuracy sensitivity specificity precision F1_score AUC 

TL 73.52±6.69 58.58±2.5 86.44±8.45 80.25±4.24 64.86±1.52 72.5±7.87 

FT 81.15±0.17 86.26±1.72 77.90±1.33 76.79±0.80 81.24±0.37 81.88±0.2 

E_XGbost 

E_SVM 

49.05±3.14 

50.30±1.88 

49.04±6.37 

57.82±4.75 

49.06±1.47 

43.82±4.54 

49.06±1.47 

46.99±1.69 

47.00±4.69 

51.79±2.53 

50.32±5.29 

50.82±1.88 

Figure 5. Embedding model ROC curve using SARS-CoV-2: (a) XGbost (b) SVM 



Vol 6 Iss 3 Year 2024 Marwa A. Shames & Mohammed Y. Kamil /2024 

Int. Res. J. Multidiscip. Technovation, 6(3) (2024) 216-224 | 223 

other methods. while the third approach is regarded as 

having the lowest performance of the methods. 

In the last section, Table 2 presents a 

comprehensive summary of the results from several 

experiments done on the diagnostic system for COVID-

19. The assessment was based on the correctness of 

the comparison. It is important to emphasize that direct 

comparisons are unfeasible owing to the discrepancies 

between the data sets, such as variations in the number 

of images and different methodologies used. However, 

when compared to earlier works, our study achieved 

superior results, reliability, and resilience for the present 

model. 

 

6. Conclusions 

In this work, a VGG16 model as DL has been 

developed for the diagnosis of COVID-19 from chest CT 

scan images. The modified model has been compared 

with other existing models. The tuned model showed 

promising results by increasing the sensitivity value 

(86.26±1.72), which is crucial and important in 

diagnosing COVID-19 infection. Also, the model 

obtained high values for accuracy (81.15±0.17), 

specificity (77.90±1.33), precision (76.79±0.80), 

F1_score (81.24±0.37), and AUC (81.88±0.2). DL 

approaches have been implemented successfully to 

detect COVID-19 in chest CT scan images. DL in the 

area of radiology has achieved superior achievement. In 

the future, clinical doctors can use the proposed method 

to analyze, identify, and prevent pandemics, 

subsequently managing pandemics more effectively. 
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