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Abstract: Groundnut (Arachis hypogaea L.), is the sixth-most significant leguminous oilseed crop grown all over 

worldwide. Groundnut, due to its high content of various dietary fibers, is classified as a valuable cash, staple and a 

feed crop for millions of households around the world. However, due to varied environmental factors, the crop is quite 

prone to many kinds of diseases, identifiable through its leaves, for which Groundnut producers have to suffer major 

losses every year. An early detection of such diseases is essential in order to save this significant crop and avoid 

huge losses. This paper presents a novel Machine Learning based Deep Convolution Neural Network (CNN) model 

‘CNN8GN’. The model uses transfer learning technique for detection of such diseases in Groundnuts at an early 

stage of crop production. A Groundnut real image data set containing a total of 5322 real images for six different 

classes of Groundnut leaf diseases, captured in the fields of Gujarat state (India) during September 2022 to February 

2023, is generated for training, testing and evaluation of the proposed model. The proposed deep learning model 

architecture is designed on eight different layers and can be used on varied sized images using simple ReLu and 

Softmax activation functions. The performance of the proposed CNN8GN model on Groundnut real image dataset is 

examined using a detailed experimental analysis with other six pre-trained models: VGG16, InceptionV3, Resnet50, 

ResNet152V2, VGG19, and MobileNetV2. CNN8GN results are also examined in detail using different sets of input 

parameters values. The proposed model has shown significant improvements for disease detection in comparative 

analysis with 99.11% training and 91.25% testing accuracy. 

Keywords: CNN Classifier, Deep Neural Network, Image Classification, Machine Learning, Groundnut, Groundnut 

Diseases Detection. 

 

1. Introduction 

Groundnut is one of the most essential oilseed 

cash crops for millions of small farmers because of its 

economic and nutritional advantages. Grown over more 

than 100 countries, the oil seed is feed and fodder for 

millions of households around the world [1]. However, 

due to various biotic and abiotic factors the crop of 

groundnut is prone to varied diseases and damages. 

While damages based on environmental factors need 

assessment at policy making and socio-economic levels, 

the damages due to diseases need advanced tools and 

techniques during both pre and post production phases. 

Scientists have used crop simulation methods to assess 

the yields of Groundnut in 2050 and reported a decrease 

of nearly 25% as compared to 2010 [2]. The assessment 

of yields however has not considered technological 

advancements and its utilization impacts in farming 

sectors, which has a great potential for early detection of 

various loss enabling factors, thereby assisting decision 

making to avoid pre and post production issues at 

various levels of farming industry [3]. Use of 

technological and machine learning advancements [4-6] 

in farming sector has shown positive diversions in 

improving the yields as well as profits all over the world.  

In India, groundnut is a significant oilseed crop 

that ranks first in terms of acreage and second in terms 

of production behind soybean [7]. India is the second 

largest producer of Groundnut in world. In 2020-21, 

groundnut, an important oilseed crop, contributed 

around 30% of the nation's total oilseed production [8]. 

The amount and value of India's exports of vegetable oil 

and groundnut oil meal from 2017 to 2020 [9] is shown 

in Figure 1 and 2 which shows state wise land usage for 

Groundnut production in India during years 2020 to 2022 

[10]. 

The trend shown above in figures indicate that 

the quantities of groundnut exports have declined in 

consecutive years in recent times even though areas 
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under the groundnut productions have not declined 

much. Biotic variables, in particular plant illnesses and 

diseases, are a significant contributor to reducing the 

groundnut output in Groundnut crop production in India 

and many other countries. Groundnut crop is susceptible 

to a variety of bacterial and fungal diseases like collar 

rot, rust, stem rot, rosette, bud necrosis, and leaf spot 

identifiable through its leaves [11]. Use of AI based IT 

technologies like drones, robots, weather forecasts etc. 

have been extensively in use in farming sector in recent 

times [12]. Machine Learning algorithmic techniques are 

the newest and most promising enabler among these. 

Harnessing Machine Learning to its fullest in farming 

sector for early prediction has varied dimensions which 

are under consideration now a days by policy makers as 

well as researchers [13]. Machines once trained in a 

regressive manner provides strong self-learning based 

algorithmic models for predicting trends with higher 

accuracy. The models have been utilized extensively in 

human medical sector, economic sectors and many 

more. In agriculture sector, however these algorithmic 

techniques are under research level.  

In recent times, plant diseases identification 

using machine learning based image classification 

techniques has been evaluated by many researchers. 

Since the plant diseases are different in different 

categories of plants, focused datasets of specific plant 

images are needed with specific training and testing to 

develop machine learning prediction models. Primarily 

timely safe-guarding of economically beneficial plants 

are at higher priority, research have been motivated 

towards early disease detection in these plants. Some 

researchers have developed models in fruit-based plant 

diseases, while others have focused towards developing 

models for vegetable providing plants. Following 

Literature review shows presently developed SOTA 

(State of the Art) ML models in varied economically 

beneficial plants categories. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure1. Groundnut Oil and Vegetable Oil export from India 

Figure 2. Indian State-specific planting of Groundnuts 
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Fruit and Vegetable producing plants disease 

classification models: A CNN model was developed to 

classify diseases that affect mango leaves [14]. Real-

time datasets for multilayer convolutional neural 

networks are offered by the author in this research. 1070 

photos in all were utilized in this paper. The proposed 

work's higher performance is supported by its accuracy 

of 97.13 percent. There are total of four classes in this 

article: healthy mango leaves, unhealthy mango leaves, 

healthy other plant leaves, and other plant leaves (with 

disease). The use of sea cucumber for behavior 

trajectory analysis and detection is discussed by Li et.al. 

[15]. Faster R-CNN algorithms are employed in this 

paper for analysis and detection. 3810 total real-world 

field pictures were used in this work. Processing was 

done for this paper using MATLAB and the TensorFlow 

framework. Faster R-CNN provided an accuracy of 

93.88% in this article. Ai, Y. et. al. [16] proposed a 

solution for detecting crop diseases for apple, cherry, 

tomato, and corn leaves. The author used a total of 

47363 images for this paper. Inception and the 

ResnetV2 algorithm were used in this study. This 

algorithm had an accuracy rate of 86.1%. Jiang, D et. al. 

proposed leaf disease classification model for tomatoes. 

In this paper, Resnet50 algorithm was used. In this paper 

total of 6749 images were collected from AI challenger 

[17].  

The proposed research paper used Tensorflow 

to build the model for disease classification. The 

proposed model provided an accuracy of 98.03%. Other 

researchers, Meeradevi et al.  applied Deep 

convolutional neural networks to identify leaf diseases in 

tomatoes [18]. Militante, S. V et al. [19] applied deep 

learning for identification of sugarcane diseases. The 

comparative evaluation of deep learning to find diseases 

on potato leaves was covered in the proposed research 

article by researchers as mentioned in the report by 

North Eastern Hill University. Department of Biomedical 

Engineering et al., n.d. [20]. In this paper self-Build, 

CNN, and MobileNet algorithms were used. For this 

algorithm total of 2152 images were collected the from 

plant village dataset.  self-Build CNN and MobileNet 

algorithm used TensorFlow, Keras, and Python library. 

The self-Build CNN and MobileNet algorithms provided 

an accuracy of 99.71% and 98.75%. In another paper, a 

transfer learning system was used to detect plant 

diseases [21]. A total of 70295 images of various crops, 

including apple, tomato, soybean, corn, grape, cherry, 

orange, and potato, were used for this study. The images 

come from a GitHub source. The experiment was done 

using VGG16, VGG19, AlexNet, ResNet50, and CNN. 

Various parameters, including batch size, steps per 

epoch, total number of epochs, validation steps, 

optimizer, learning rate, and momentum, were used to 

create the model in this study. In some other, 

researchers have applied CNN on various leaves data 

set such as citrus leaves, apple leaves, and cotton 

leaves for varied disease identifications studies [22-24]. 

A tomato leaf disease detection was discussed using 

transfer learning-based system in  the research 

conducted by Bir, Kumar, & Singh [25]. A total of 18160 

images from the plant village collection were used in this 

article. For this paper diseases detection of tomato 

leaves using different algorithms like CNN, 

MobileNetV2, EfficientNet, and VGG19. For this paper, 

TensorFlow and Keras frameworks were used for the 

proposed model and provided an accuracy of 83.46%. 

Oraño, J. F. V [26], used convolutional neural networks 

to classify jackfruit damage. In this paper for the 

classification of jackfruit leaves diseases, a total of 2409 

images were collected from real fields. In this paper CNN 

algorithms were used and provided an accuracy of 

97.93% using TensorFlow and Keras framework. The 

overall data in this study were separated into five 

categories, including "healthy," "fruit borer," "fruit fly," 

"Rhizopus fruit rot," and "sclerotium fruit rot". 

Tea Leaves Diseases Classification models: 

Latha et al. [27] used convolutional neural networks to 

detect diseases in tea leaves. In this paper, total of 2341 

images were used from different data sources like 

ImageNet, Plant Village CIFAR-I, and Real Field. For this 

paper, the CNN algorithm was used with TensorFlow 

and Keras and an accuracy of 95.93% was reported. 

Other researchers [28], also tested CNN on tea leaves 

and reported good prediction accuracies. 

Grain Plants Diseases Classification Models: 

In the research work conducted by Haider et al. [29], 

wheat leaves were used to identify diseases using a 

deep learning model. 2100 images in total were used in 

this paper and came from online sources. For this paper, 

CNN was used with python, HTML, CSS, NoSQL for 

database, anaconda, and TensorFlow.  

          Below Table 1 showing the accuracy of different 

algorithm for above mentioned research work. 

 The above presented literature review suggests 

application of deep learning for detection of diseases on 

some of the plants where image data set was either 

available or specially generated using image capturing 

soft wares or techniques. Since groundnut being an 

important food and feeder crop, and grown in more than 

100 countries, its disease classification using ML 

techniques needs to be assessed. With no dataset 

availability, till now this has not been scrutinized using 

deep learning. This paper therefore presents a complete 

framework of deep based learning model for groundnut 

leaves diseases classification by creating a dataset of 

over 5000 images of groundnut leaves from the real 

fields. The model presented is executed with 

comparatively a smaller number of layers and simpler 

activation function as compared to already applied CNN 

neural network learning on farming-based data set. The 

model also is adaptable to different sizes of images 

making it flexible and robust. Next section presents the 

details of developed and tested model. 
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Table 1. Summary of Significant prior research in Plant Disease prediction with reported prediction accuracies 

for various crops 

Citation of Paper  Crop Name No of 

Images 

Algorithms used Accuracy 

Li et al. [15] Sea 

Cucumbers 

3810 Faster 

R-CNN 

93.88% 

Ai et al. [16] Potato, 

Apple, 

Puccinia Polysra, 

Cherry, 

Tomato, Corn 

47363 Inception- 

ResnetV2 

86.1% 

Jiang, D et al. [17] Tomato 6794 ResNet50 98.03% 

Meeradevi et al.[18] Tomato 6341 VGG16 95.90% 

Militante, S. V et al. [19] Sugarcane 13842 CNN 95% 

North Eastern Hill University. 

Department of Biomedical Engineering 

et al., n.d.[20] 

Potato 2152 Self-Build CNN and 

MobileNet 

99.71%, 

98.75% 

Khulna University of Engineering & 

Technology et al., n.d. [21] 

Apple, Cherry, Corn, 

Grape, Orange, Potato, 

Soyabean, 

Tomato 

70295 CNN, VGG16, 

VGG19, 

AlexNet, Resnet50 

99.80% 

Bir, Kumar & Singh [25] Tomato 18160 CNN, MobilenetV2, 

EfficientNet, 

VGG19 

83.46% 

Oraño,J.F.V [26] Jackfruit 2409 CNN 97.93% 

Bhowmik et al. [28] Tea Leaves 2341 CNN 95.93% 

Haider et al. [29] Wheat 2100 CNN 98% 

 

Neural networks in machine learning are robust 

algorithms that uses human brain-based learning 

techniques for predictions, with deep neural networks 

provide architectural support to handle highly complex 

problem domain learning and solution evolution. Deep 

neural networks such as Convolution Neural Network 

(CNN) are highly efficient to handling training and 

solutions predictions based on visual images. Deep 

CNN however always struggle with availability of image 

data sets, training and testing and hence are not been 

harnessed to their full level in many areas including 

Groundnut farming. This paper is a proposes a novel 

deep convolution neural network-based model 

‘CNN8GN’    for Groundnut leaves disease identification 

at an early stage of farming and reduce losses to 

farmers. The model is trained on real life Groundnut 

leaves dataset that is created using real life images to 

train the model. The dataset was created by capturing 

real life images of groundnut leaves from the field of 

Gujrat during late 2022 and early 2023 with due 

permissions from the local farmers. The dataset contains 

5322 real life images for six different classes of 

Groundnut Leaves belonging to healthy as well as 

diseased categories. The visible groundnut leaves 

diseases belong to five main categories; hence the 

dataset’s images were captured with a focus on these 

five categories of diseases only. The images are 

captured in Gujarat state of India from September 2022 

to February 2023. Gujarat is a pioneer state in India to 

cultivate Groundnut.  

The main contributions of the paper are as 

follows: 

• A novel Deep Convolution Neural Network 

based Predictive machine learning classification 

model ‘CNN8GN’ for prediction of groundnut 

leaves diseases.  

• A real life novel classified data set of 5322 

images of real Groundnut Leaves classified into 

6 different classes including healthy as well as 

diseased leaves classes. 

• Detailed experimental analysis for different 

parameter settings of learning rate, epochs as 

well as with the results of other CNN models. 

 

2. Materials and Method  
2.1 Collection and Creation of Datasets  

      For conducting the research, a dataset of 5322  
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Images consisting of healthy groundnut leaves images 

as well as images of 5 different groundnut leaf diseases. 

This dataset was created by capturing real field images 

using a smartphone (Mi 6A with a 5.0-megapixel 

camera) during September 2022 to February 2023 at 

Shelavadar, Gujarat (India) with due permissions from 

the field owners and farmers. As the visible leaf diseases 

in Groundnut during the time of capturing images in 

Gujrat fall primarily in five categories named Alternaria 

leaves diseases, Early Leaf spot diseases, Late Leaf 

spot, Rust leaves and Late Rust leaves [30], therefore 

our focus was to capture images in these five diseased 

categories. All of the images were taken in different 

weather situations in agricultural fields. The dataset 

images collected were primarily segregated into 6 

classes named Groundnut_Healthy_Leaf, 

Groundnut_Alternaria_Leaf, 

Groundnut_Early_leaf_Spot, Groundnut_late_leaf_spot, 

Groundnut_rust_and_late_leaf_spot, and 

Groundnut_rust_leaf_spot. Sample images for all the six 

classes are shown in Figure. 3. 

 

 

Table 2 shows the number of images captured 

for each class. 

 

2.2. Description of Groundnut Diseases 

Classes used in Dataset 

The dataset consists of images of healthy 

leaves as well as images belonging to five diseased 

classes. The five diseased classes are quite commonly 

observed in Gujrat area, hence we focused on collecting 

images of these five diseased leaves. Healthy 

Groundnut leaves are spotless and shiny bright. Five 

diseased classes and their identification criteria [30] are 

described as below. 

1) Early leaf spot: The early leaf spot disease is seen 

to arise after around a month of sowing. Initially tiny 

near to circular chlorotic marks develop on upper 

surface of leaf. The spots are seen to develop 

brownish color with a yellow boarder around. Sternly 

infected leaves are likely to shed prematurely. 

Lesions may also develop which may extend to the 

stem and branches.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Groundnut dataset classes with image counts in each class 

Class Total Sample 

Groundnut_Healthy_Leaf 1600 

Groundnut_Alternaria_Leaf 870 

Groundnut_Early_Leaf_Spot 632 

Groundnut_Late_Leaf_Spot 670 

Groundnut_Rust_Late_Leaf 565 

Groundnut_Rust_Leaf 985 

Total Number of Images  5322 

Figure 3. Six Classes of Ground Image Data set 
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2) Late leaf spot: Late Leaf spot disease signs are 

normally observed around two months later than the 

sowing period and remain till the time of harvesting. 

The lesions appear to be around 1-6mm in diameter, 

approximately circular dark brownish shade on the 

lower surface of leaves. It is also observed that the 

lesions may extend up to stem and branches and 

make leaves drop off prematurely.  

3) Rust and Late Rust: Rust disease may be early or 

may be late. It is observed to have chlorotic spots in 

the starting phases which arise on the upper surface 

of the leaf. The lower surfaces of the infected leaves 

also show orange colored eruptions. The eruptions 

generally have diameter sizes in the range 0.5 to 1.4 

mm. severely infected leaves in late rust wither or 

dehydrate while remaining attached to the main 

plant. The fruit and seeds formed in the infected 

plants are mostly dried and small in sizes.  

4) Alternaria: The disease can be identified by having 

disfiguring of the apical portions of leaflets, 

somewhat light to dark brown in color. In the later 

stages of alternaria, disfigured leaves tend to curl 

inward and become hard. Close lesions generally 

tend to coalesce and make leaves appear as shabby 

and destroyed. Primarily the disease is observed to 

develop quite fast on the upper portion of the canopy 

as compared to on the lower portion. It appears that 

leaves have wounds which are water soaked, 

enlarged and irregular with center portion as pale 

and dry. 

 

2.2 Deep CNN Models for Comparison 

In this work, the VGG16, InceptionV3, VGG19, 

ResNet50, MobilenetV2, and ResNet152V2 pre-trained 

deep CNN models were examined and a detailed 

comparative analysis with proposed model is performed. 

Convolutional neural networks are a type of deep 

learning approach used for difficult pattern recognition 

and classification issues with large databases. The four 

primary layers of the model are convolution, max 

pooling, fully connected, and output, and they are 

constructed one on top of the other. Additional CNN 

models are available in addition to GoogleNet, VGG, 

AlexNet, and ResNet. These models range in depth, 

nonlinear function setup, and unit count. In complex 

processing, to address classification and pattern 

recognition challenges, two variables that can be 

modified are the dropout rate and learning rate. The 

design of above-mentioned Deep CNN models used for 

comparative analysis is discussed below. 

 

2.2.1. VGG16 

VGG16 is a 16 layers CNN including 

convolutional and fully linked layers. The key feature of 

VGG16 is its uniformity in design, with small 3x3 

convolutional filters and max pooling layers used 

throughout the network. In VGG16, each convolutional 

layer uses a 3x3 filter with a stride of 1 and a padding of 

1 to preserve spatial dimensions. A deeper architecture 

can be achieved while retaining a tolerable number of 

parameters by using smaller filters. The 2x2 window and 

a stride of 2 in the max pooling layers help to reduce 

spatial dimensions and capture invariant characteristics 

in this model. 

 

2.2.2. VGG19  

VGG19 was developed by the Visual Geometry 

Group at the University of Oxford. VGG19 is a CNN with 

19 layers, an expansion of the VGG16 architecture. It 

starts with a set of convolutional layers, then moves on 

to layers with maximum pooling for down sampling, and 

finally layers with fully linked layers for classification. 

VGG19 has a fixed-size input of 224x224 RGB images. 

 

2.2.3. MobilenetV2  

MobileNetV2 is a convolutional neural network 

(CNN) architecture designed for efficient and lightweight 

image recognition on mobile and embedded devices. It 

is an evolution of the original MobileNet architecture, 

aiming to improve model accuracy while maintaining 

computational efficiency and small model size. 

MobileNetV2 utilizes depthwise separable convolutions 

as its fundamental building block. MobileNetV2 models 

are often used for transfer learning, where the model is 

fine-tuned on specific tasks with limited training data. 

 

2.2.4. InceptionV3  

InceptionV3 is a convolutional neural network 

(CNN) architecture that was developed by Google. One 

key feature of InceptionV3 is the use of "Inception 

modules" that employ multiple filter sizes (1x1, 3x3, 5x5) 

within the same layer. This allows the network to capture 

information at different levels of abstraction and spatial 

resolutions.  

 

2.2.5. ResNet50  

ResNet50 refers to a variant of the ResNet 

(Residual Network) architecture that consists of 50 

layers. Unlike earlier network architectures that 

struggled with the vanishing gradient problem when 

increasing depth, ResNet introduces residual 

connections or skip connections. 

 

2.2.6. ResNet152V2 

ResNet152V2 refers to a specific variant of the 

ResNet (Residual Network) architecture that utilizes 152 

layers. These models typically aim to enhance the 

model's performance, training efficiency, and 

generalization capabilities as compared to earlier 

RestNet CNN models. Below Table 3 summarizes the 

mentioned CNN model parameters with input shapes of 

images. 
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2.3 Proposed CNN Model Architecture – 

CNN8GN 

CNN models are machine learning models that 

are based on neural network training and testing phases. 

Since CNN dataset are images of large sizes, various 

intermediary layers are included to extract significant 

information and reduce the sizes of input images in a 

defined manner. Some filters related to resizing and 

reshaping along with feature extraction are important 

steps in any CNN model. However, the number of layers 

and activation functions along with learning rates may 

vary. Following Figure. 4 depicts a block diagram for the 

functionality of our proposed model called CNN8GN 

model for Groundnut disease classification. 

During the training phase the image 

preprocessing is executed using initial Layers of our 

CNN and reduced data sets features are extracted for 

learning models’ parameters to classify images into 6 

classes. 80% of data set images are used in training 

phase, once the parameters are learned and model 

function is generated, testing and validation phases with 

remaining 20% images are done to assess the validity of 

learned variables of CNN8GN model. The proposed 

Deep CNN model’s architecture as CNN8GN model is 

primarily 8 layers based. The block diagram showing all 

layers of CNN8GN is sown in Figure 5 below. 

 

Table 3. Information About the Parameters of the existing CNN Model 

Architecture Input Shape 
Parameters 

Trainable Non-trainable Total 

VGG16 224×224×3 150,534 14,714,688 14,865,222 

VGG19 224×224×3 150,534 20,024,384 20,174,918 

MobileNetV2 224×224×3 376,326 2,257,984 2,634,310 

InceptionV3 224×224×3 307,206 21,802,784 22,109,990 

ResNet50 224×224×3 602,118 23,587,712 24,189,830 

ResNet152_v2 224×224×3 602,118 58,331,648 58,933,766 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Block diagram for Groundnut leaf disease classification using CNN8GN 
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The model includes following layers: A final 

output layer with a SoftMax activation function; Two 

max-pooling layers; Four convolutional layers; Two 

dense or completely linked layers. Following each of 

these layers is a corrected liner unit (ReLu). To increase 

speed and facilitate data management, the images are 

flattened into a one-dimensional array using a hidden 

layer. Each convolutional layer is 3 by 3 in size, and each 

max-pooling layer is 2 by 2 in size. Configuration 

information used for execution of CNN8GN is provided 

in Table 4. 

 

3. Results and Discussion 

3.1 Experimental Environment 

This paper compares six existing CNN modelss 

with the proposed CNN model CNN8GN using the Keras 

and Tensor Flow frameworks. Table  lists the hardware 

setup and related operating environment used for 

implementation and comparative analysis. 

 

 

Table 5. Hardware set up used for the CNN8GN 
model Building 

Hardware 

Configuration 

Type 

CPU Intel Core i3 7th generation 

RAM 4.00 GB 

GPU NVIDIA-SMI 460.32.03 

Tensor Flow Version 2.9.2 

Operating System 

Version 

Windows 64-bit operating 

system 

 

3.2 Result obtained 

          The complete dataset of Groundnut images is 

initially divided into a training dataset and a testing 

dataset with about 80% of the images are in the training 

set, while only 20% are in the testing set. The training 

and testing sets are randomly selected from the dataset 

to achieve this. Applications of neural networks 

frequently use this ratio distribution. To train the CNN, a 

total of 4257 images were used, and 1065 images were 

retained to assess the model's performance. Table 6 

shows the distribution of various classes of images in 

Table 4. The suggested CNN's various settings and configuration information is provided 

Parameter Name Value 

Optimization Adam, Adamax, AdaDelta, RMSprop, SGD, AdaGrad, Nadam 

Epochs 10,15,20,25 

Batch Size 10,16 

Learning Rate 0.01, 0.001 

Execution Environment GPU Google Collaboratory 

Verbose 2 

Activation Function SoftMax 

Image size 150×150×3, 195×195×3, 224×224×3, 255×255×3 

Figure 5. Details of all Layers in CNN8GN’s Architecture 
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training and testing sets. The distribution is as such that 

the testing set contains representative images from all 

classes. 

A CNN is trained by making a prediction and 

assessing the results or errors while delivering training 

samples from the input layer to hidden layers and the 

output layer. Then, a proposed classification model 

based on many layers of convolutional neural networks 

is constructed to recognize and categorize groundnut 

leaves. Each image from the normalized training dataset 

is fed into the multilayer convolutional neural network 

model to retrieve the features. For each training image, 

this model forecasts the class label. Below Table 7 

comparing the accuracy and loss of existing models on 

our Groundnut dataset. 

Figure. 6-11 show the obtained accuracy and 

loss results in graphs Table 6 for VGG16, Table 7 for 

VGG19, Table 8 for MobilenetV2, Table 9 for 

InceptionV3, Table 10 for Resnet50 and Table 11 

Resnet152v2 demonstrates the accuracies and loss 

obtained on existing Deep CNN for Groundnut dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 7. Deep CNN pre-trained models result on Groundnut Dataset 

Model Epochs Training Testing 

Accuracy Loss Accuracy Loss 

VGG16 20 0.91 0.21 0.49 2.10 

VGG19 20 0.89 0.26 0.42 2.35 

MobileNetV2 20 0.87 1.99 0.49 15.52 

InceptionV3 20 0.55 1.03 0.17 35.61 

ResNet50 20 0.50 1.76 0.52 3.78 

ResNet152_v2 20 0.52 1.37 0.08 53.18 

 

 

 

 

 

 

 

 

 

 

 

Table 6. Class wise images used for training and testing of CNN8GN model 

Different Disease Class Number of Images Total 

Training Testing 

Gorundnut_Healthy_Leaf 1280 320 1600 

Groundnut_Alternaria_Leaf 696 174 870 

Groundnut_Early_Leaf_Spot 505 127 632 

Groundnut_Late_Leaf_Spot 536 134 670 

Groundnut_Rust_Late_Leaf 452 113 565 

Groundnut_Rust_Leaf 788 197 985 

Total Numbers of Images 4257 1065 5322 

Figure 6. Accuracy and Loss of VGG16 Model 
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Figure 7. Accuracy and Loss of VGG19 Model 

Figure 8. Accuracy and Loss of MobilenetV2 Model 

Figure 9. Accuracy and Loss of Inception V3 Model 

Figure 10. Accuracy and Loss for ResNet50 Model 
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Table 8. CNN8GN model's accuracy and losses with the change in Image sizes 

Image Size Epochs Training Validation 

Accuracy Loss Accuracy Loss 

150×150 20 0.98 0.07 0.91 0.47 

195×195 20 0.91 0.30 0.80 1.03 

224×224 20 0.99 0.03 0.91 0.98 

255×255 20 1.00 1.74 0.92 0.60 

 

Table 9. Hyperparameter tuning on CNN8GN Model’s Performance 

Epochs Batch Size Learning Rate Accuracy Loss 

10 10 0.001 0.8455 0.6311 

15 10 0.001 0.9890 0.1241 

20 10 0.001 0.9581 0.0449 

25 10 0.001 0.9989 0.0088 

10 16 0.01 0.3627 1.6655 

15 16 0.01 0.3627 1.6655 

20 16 0.01 0.3627 1.6655 

25 16 0.01 0.3627 1.6655 

10 32 0.001 0.6641 0.7486 

15 32 0.001 0.6708 0.7947 

20 32 0.001 0.9062 0.2608 

25 32 0.001 0.9911 0.0302 

 

 

Figure 11. Accuracy and Loss for ResNet152V2 Model 

Figure 12. Accuracy and Loss for CNN8GN Model 



Vol 6 Iss 1 Year 2024      Hirenkumar Kukadiya et al., /2024 

  Int. Res. J. Multidiscip. Technovation, 6(1) (2024) 17-31 | 28 

 

Table 10. Analysis of Training, Validation and Testing Performance CNN8GN Model 
using best tuned hy-perparameters 

 Parameters Suggested CNN Model 

Training Accuracy 0.9911 

Loss 0.0302 

Validation Accuracy 0.9062 

Loss 1.2552 

Testing Accuracy 0.9125 

Loss 0.9855 

 Training_Time 7s 135ms/step 

Testing_Time 57s 42ms/step 

 

The proposed CNN8GN model using the Python 

programming language and the Tensor Flow open-

source software framework, a training, testing, and 

validation procedure was created. The figure depicts the 

proposed model CNN8GN accuracy and loss of results. 

Error! Reference source not found. displays the 

proposed model's CNN8GN accuracy and loss. The 

model efficacy is better than existing models’ 

performances as shown in above figures. 

Efficacy of proposed CNN8GN model is also 

evaluated using different image sizes. Table 8 further 

lists experiment result of proposed CNN8GN model with 

various image sizes using 20 epochs in the proposed 

model. 

150×150 image size is useful for some jobs 

when fine-grained details are not essential or when 

memory or processing resources are limited. It is 

comparatively modest. 195×195 image size is little bit 

larger than the previous size, this image dimension 

offers a little bit more detail and can be suitable for 

applications that call for a moderate amount of visual 

information. 224×224, is frequently employed in deep 

learning frameworks, including the well-known 

convolutional neural network (CNN) models VGG16 and 

ResNet. It finds a balance between computing 

effectiveness and getting all the necessary visual 

elements. When working with certain datasets that 

require greater image resolutions or when finer details 

are necessary, this size might be employed.  

Table 9 shows the experimental results of 

accuracy and loss for our proposed model CNN8GN with 

different parameters values such as epochs, batch size, 

learning rate. It is evident that CNN8GN performance 

was efficient with 0.001 learning rate with epochs 25 size 

for both batch sizes 10 and 32. These are therefore 

suggested parameter settings for proposed CNN8GN 

model. 

 

Table 10 summarizes the best accuracy and 

loss metric values of CNN8GN on training, testing and 

validation data using best suggested parameters of 

Table 9 above, which show visible improvement as 

compared to existing CNN models. 

 

4. Conclusion 

The research proposed an image-based 

classification model using Deep CNN called CNN8GN 

for classifying Groundnut leaf disease using transfer 

learning. A dataset of 5322 real groundnut images were 

generated for the purposes. For this work different 

convolutional neural network models like MobileNetV2, 

VGG16, ResNet152V2, ResNet50 and InceptionV3 are 

also evaluated for comparative analysis. The proposed 

model is 8 layers based which makes it simple and faster 

as compared to existing models. A detailed experimental 

analysis establishes the efficacy of the proposed model. 

Our findings demonstrate that the proposed CNN8GN 

model has comparatively higher level of training 

accuracy, validation accuracy, and testing accuracy with 

respective values of 99.11%, 90.62%, and 91.25% in 

comparison to various other CNN based models. The 

model is also tested using different size of images and 

effective results were generated. The categorization of 

groundnut leaf disease will require further work on data 

augmentation techniques to produce big datasets and 

train the deep CNN model from scratch. The proposed 

CNN8GN model’s performance can be improved by 

using a different function in place of the SoftMax 

activation function, making it suitable for identifying a 

variety of diseases to create a web or internet-enabled 

(IoT) real-time illness monitoring system.  
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